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Abstract  
 Motor symptoms greatly diminish the quality of life for those living with Parkinson's 
disease (PD), a degenerative neurological condition. An early and precise diagnosis is essential 
for treatment and therapy to be successful. Here, we see a state-of-the-art method for PD 
prediction based on spiral drawing picture categorization. The preprocessing stage utilizes the 
Enhanced Residual Noise Elimination Neural Network algorithm, substantially enhancing 
image quality by effectively reducing unwanted noise. The Improved Mask R-CNN is 
employed for segmentation, offering superior delineation of relevant structures within the 
spiral drawings. Feature extraction uses a Convolutional Neural Network (CNN) with AlexNet, 
which captures intricate patterns and essential details from the images. Finally, classification 
is performed using IVGG19 Networks, an architecture tailored explicitly for high-precision 
image classification tasks. Integrating these advanced techniques aims to improve the accuracy 
of Parkinson's disease prediction, providing a reliable tool for early diagnosis and aiding in 
better clinical decision-making. 
 
Keywords: Improved Mask R-CNN, Image Segmentation, Parkinson's disease, Spiral 
Drawing, Image Classification 
 
I. Introduction  
 Among the almost 600 disorders affecting the neurological system, Parkinson's disease 
(PD) stands out as a major international health issue, disproportionately impacting those aged 
50 and over [1-3]. Motor functions are severely affected by this neurological illness, which 
leads to neuronal damage and manifests itself in tremors, stiffness, and brad-ykinesia [4-5]. In 
addition to motor symptoms, PD can cause various non-motor symptoms, such as problems 
with smell, anxiety, sleep, and vision [6]. Just as PD diagnostic tools, such as SPECT scans, 
which measure brain dopamine levels, are notoriously costly, patients also bear a 
disproportionate share of the financial burden, which compounds the social effect [7-9]. The 
WHO has named a group of neurodegenerative diseases as a significant public health concern. 
Diseases such as epilepsy, Parkinson's disease (PD), stroke, MS, headache problems, dementia, 
and a host of others are among the most prevalent conditions. Currently, neurological diseases 
are affecting an estimated 16 out of 60 persons [10–13]. 
 Symptoms such as tremors, stiffness, bradykinesia, and postural instability are brought 
on by the primary impact of Parkinson's disease (PD) on motor processes [14–15]. Since no 
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treatment can reverse the illness's effects yet, getting a proper diagnosis as soon as possible is 
crucial for treatment planning and disease management [16–17]. Clinical evaluations have long 
been used for PD diagnosis, but they have limitations, including subjectivity and 
unpredictability. Because of this, there is a growing need for objective and automated early 
detection systems [18–19]. Analysis of spiral drawings, a simple yet efficient method for 
evaluating motor deficits, offers hope for diagnosing Parkinson's disease. One non-invasive 
way to identify the minor motor dysfunctions that diagnose PD is using spiral drawing tests, 
often used to measure tremor severity [20-21]. A new generation of automated systems can 
now analyze these designs and developments in computer vision and machine learning. This 
might lead to significant efficiency and accuracy gains. Using spiral drawing image 
categorization, this research introduces a new paradigm for predicting Parkinson's disease [22]. 
Improved diagnostic accuracy and reliability are the goals of the suggested method, which uses 
several state-of-the-art approaches [23–24]. The Enhanced Residual Noise Elimination Neural 
Network is used for preprocessing, and it efficiently reduces noise, which enhances the quality 
of spiral drawing pictures. Segmentation using the Improved Mask R-CNN improves structure 
delineation in these pictures by reliably capturing key features [25-26]. A CNN built on 
AlexNet is used for feature extraction since it excels at spotting complex picture patterns [27-
28]. The last step in the classification process is the IVGG19 Networks, an architecture 
specifically developed for jobs requiring high accuracy in image categorization [29-31]. 
The main contribution of the paper is: 
 Preprocessing using Enhanced Residual Noise Elimination Neural Network algorithm 
 Segmentation using Improved Mask R-CNN 
 Feature extraction using CNN with AlexNet 
 Classification using Improved VGG19 Networks 

 What follows is an outline of the rest of the paper: Section 2 compiles the results of 
several studies examining different ways to diagnose Parkinson's disease (PD). In Section 3, 
we see the model and its execution. The investigation's findings are summarized in Section 4. 
Section 5 concludes with a discussion of the results and an overview of future research 
prospects. 
 
1.1 Motivation of the paper 
 To improve patient outcomes and enable effective therapy, an early and precise 
diagnosis of Parkinson's disease (PD) is essential. The subjective nature of traditional 
diagnostic procedures raises the possibility that they miss minor, early indications. One 
potential way to improve diagnosis accuracy is to use state-of-the-art image processing and 
machine learning methods. The need to create a dependable automated system for Parkinson's 
disease prediction utilizing spiral drawing images—simple but illuminating of motor 
impairments—motivates this work. This approach seeks to improve patient care and 
management of PD by integrating state-of-the-art techniques such as Enhanced Residual Noise 
Elimination Neural Network for image quality improvement, Improved Mask R-CNN for 
precise segmentation, CNN with AlexNet for detailed feature extraction, and IVGG19 
Networks for high-precision classification. We aim to provide a robust tool for early diagnosis 
and better clinical decision-making. 
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II. Background study 
 Ali, S.  et al. [1] The possibility of handwriting characteristics as PD predictors was 
shown in this research. Kinematic, spatio-temporal, and pressure characteristics have been the 
subject of literary investigation. Nevertheless, this research finds that GRU achieves the highest 
accuracy when combining online and offline information with various classifiers, including 
one-dimensional Convolution, LSTM, and RNN. The research on online features was not 
denied in this study.  
 Alshammri R.  et al. [3] the author suggested a method that uses aspects of speech 
signals in conjunction with machine learning and deep learning to detect Parkinson's disease. 
Results obtained using these approaches outperform those of earlier research. Through the 
timely provision of early diagnoses, the suggested operational model can contribute to the 
reduction of treatment expenses. There were a lot of ways this prediction model might be 
enhanced to make it more accurate and more scalable. 
 Jain, D.  et al. [8], the research goal of these authors was to provide techniques for 
automated Parkinson's disease prediction using several ML algorithms. According to the 
experimental data, ensemble learners were generally effective in predicting whether the illness 
was present. Improving the DNN-based technique for this prediction problem via appropriate 
oversampling has also been noted.  
 Mary, G., & Suganthi, N. [12] by merging Darknet 19 with CNN, this work introduces 
a new method for image classification. It was difficult to diagnose Parkinson's disease at an 
early stage. MFEA used several ranking and feature evaluation algorithms to select the best set 
of features by giving each feature a relative value. The classifier's performance was enhanced 
when features were selected using principal component analysis. 
 Siuly, S.  et al. [23] The primary aims of this study were to find the region of the brain 
that provides crucial information for accurate PD diagnosis using EEG data and improving the 
efficacy of the proposed approach relative to existing techniques. In order to do this, a CNN 
framework based on TFR was created for PD diagnosis using EEG.  
 
    Table 1: Comparison of Methodologies for Parkinson's disease Detection 
Author Year Methodology Advantage Limitation 
Ali et al. 2023 C-Bi-GRU 

and VGG19 
Combines dynamic 
and static features for 
improved assessment 
accuracy 

Limited to 
handwriting data; 
cannot generalize to 
other motor 
symptoms or datasets 

Almeida et al. 2019 Machine 
learning 

Effective in utilizing 
speech features for 
disease detection; non-
invasive method 

Reliance on speech 
data, which can vary 
significantly across 
individuals 

Chakraborty et 
al. 

2020 Convolutional 
neural 
networks 

The multi-stage 
classifier approach 
improves detection 
accuracy 

Can require large and 
diverse dataset to 
achieve high 
performance across 
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all cases 
Kaur et al. 2021 Deep CNN Utilizes transfer 

learning and data 
augmentation to 
enhance model 
robustness 

Requires extensive 
computational 
resources for training 
deep models 

Siuly et al. 2024 Time-
frequency 
representation 
combined 
with AlexNet 
CNN 

Integrates time-
frequency analysis 
with deep learning for 
accurate detection 

It can be complex to 
implement and 
require significant 
preprocessing of data 

 
2.1 Problem definition 
 The early signs of PD are vague and not always specific, making diagnosis difficult. It 
is possible that traditional diagnostic procedures do not fulfill the sensitivity and accuracy 
needed for early detection. To address this issue, a more accurate method of diagnosing 
Parkinson's disease is required. This study addresses that gap by developing a cutting-edge 
approach for picture classification that relies on spiral drawings. Noise reduction, precise 
segmentation, comprehensive feature extraction, and high-precision classification are all part 
of the proposed technique, which aims to improve diagnostic accuracy and provide an 
automated tool for early Alzheimer's disease detection. 
 
III. Materials and methods 
 Here we provide the suggested approaches for PD prediction using spiral drawing 
picture categorization. The procedure starts with preprocessing using the ERNEN algorithm to 
improve picture quality and decrease noise. In order to properly demarcate important structures 
within the pictures, the Improved Mask R-CNN (I-Mask R-CNN) is used for segmentation. 
The rich patterns and details from the spiral paintings are captured using a CNN utilizing 
AlexNet during feature extraction. In the end, Parkinson's disease is predicted by classification 
using IVGG19 Networks, a state-of-the-art architecture developed for very accurate picture 
categorization. 
 
3.1 Dataset collection 
 The dataset used in this study was obtained from the Kaggle website, specifically from 
the repository available at https://www.kaggle.com/datasets/team-ai/parkinson-disease-spiral-
drawings. This dataset comprises a collection of spiral drawing images used to analyze and 
predict PD. The dataset includes various images of spiral drawings produced by individuals 
with and without Parkinson's disease, providing a valuable resource for training and evaluating 
the proposed image classification models.  
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Figure 1: Proposed workflow architecture 

 
3.2 Data Preprocessing using Enhanced Residual Noise Elimination Neural Network 
 In order to preprocess spiral drawing pictures, the Enhanced Residual Noise 
Elimination Neural Network (ERNEN) is used. This network employs sophisticated noise 
reduction methods to improve the images' quality dramatically. Using residual learning 
improves picture clarity, reducing noise while keeping crucial structural features intact. The 
accuracy and reliability of predictions for Parkinson's disease diagnosis are enhanced by 
preprocessing using ERNEN, which assures that the two stages of image analysis—
segmentation and feature extraction—operate on high-quality, noise-free data. 
 Before using the Denoising Convolutional Neural Network, we obtained a picture with 
Gaussian noise using the median filtering procedure. When dealing with Gaussian noise, which 
is often represented as a single noisy level image, ERNEN residual learning and batch 
normalization capabilities allow for rapidly acquiring a noise-free image. As a result, we ran 
ERNEN through its denoising process once again, this time with the parameters shown below. 
 Through end-to-end deep convolutional neural network residual learning, a latent clean 
picture was acquired by means of which Gaussian noise was substantially reduced. An example 
of a noisy ERNEN observation is the image y = x + v, which contains Gaussian noise. 
 Efficiency and effectiveness of Convolutional Neural Network training on noise-free 
images by batch normalization and residual learning 
 There are no pooling layers in the network and its depth D is𝑑௜,௝. The convolutional 
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filter size is 3 × 3. 

𝐵 = | ∑ ൫∑ 𝑓௜,௝𝑑௜,௝
௤
௜ୀଵ ൯| 

௤
௜ୀଵ  ---------- (1) 

 In this case, q is the size of the window, 𝑓௜,௝ is the coefficient of the convolutional 

window at position 𝑖, 𝑗, 𝑑௜,௝ is the value of a pixel convolved with 𝑓௜,௝ and B is the result of the 

convolutional 

𝑓௜,௝ =
௪ି௙೔షభ,ೕషభାଶ௉ 

௦
+ 1 ×

௛ି௙೔షభ,ೕషభାଶ௉

௦
+ 1 ---------- (2) 

 As the previous window size is represented by 𝑗 −  1, and p and s are the padding and 
stride of the filters𝑓𝑖 −  1, 
 To increase the model's accuracy and prevent overfitting during training, L2 
regularization is used. 
𝐿𝑜𝑠𝑠 = 𝐸𝑟𝑟𝑜𝑟(𝐴, 𝐵) + 𝑦 ∑ 𝑤௜

ଶே
௜ୀଵ  ---------- (3) 

 The L2 regularization coefficient, denoted ∑ 𝑤௜
ଶே

௜ୀଵ  determines the appropriate 
coefficient by means of iterative updates conducted using optimizer algorithms. In order to 
identify and analyze the green, blue, and red channels, channel selection is used. The noisy and 
noise-free channel pixels are identified in the conditional section. A new, better median filter 
eliminates salt and pepper noise. In the end, a convolutional neural network can clean up input 
images by filtering out Gaussian noise. 
 
3.3 Segmentation using Improved Mask R-CNN 
 Improved segmentation accuracy and precision are the results of this cutting-edge 
method, which expands upon the Mask R-CNN architecture. To reliably extract features and 
classify them for Parkinson's disease prediction, the Improved Mask R-CNN effectively 
distinguishes between various regions and features in the spiral drawings, isolating and 
identifying critical details. 
 Improved Mask R-CNN uses a combination of losses to accomplish its multitasking 
goals. These losses include the following: 𝐿஻௕௢௫ೃುಿ

 for objectness region extraction, class loss 

𝐿௖௟௔௦ ೃುಿ
 for objectness region classification, 𝐿ெ௔௦௞ for object segmentation, and 𝐿஼௟௔௦௦ for 

objectness region extraction in the RPN subnet.  
𝐿𝑜𝑠𝑠௧௢௧௔௟ = 𝐿௖௟௔௦௦ೃುಿ

+ 𝐿஻௕௢௫ೃುಿ
+ 𝑎𝐿஼௟௔௦௦ + 𝛽𝐿஻௕௢௫ + 𝐿ெ௔௦௞ ---------- (4) 

 Improved Mask R-CNN achieves multitask learning by experimentally setting the 
hyper-parameters α and β to 1 and concurrently minimizing all losses, even though different 
losses can produce different degrees of learning. For example, network parameter updating 
would benefit much from a loss function with a big value, whereas network learning would not 
benefit much from one with a lower value. We have found that RPN losses often do not 
significantly impact the final prediction outcomes since their primary function is to help get 
the first object candidates that are sent to the next prediction step. Given that classification, 
segmentation, and bounding box regression are all affected by the three losses in different 
ways, a lower value for one loss might provide insufficient learning for its respective job, which 
could have a negative impact on the other two.  

𝑎௧ାଵ =
௠௔௫(௅೎೗ೌೞೞ ,௅ಳ್೚ೣ,௅ಾೌೞೖ)

௅಴೗ೌೞೞ
𝑎௧ --------- (5) 

𝛽௧ାଵ =
௠௔௫(௅಴೗ೌೞೞ,௅ಳ್೚ೣ,௅ಾೌೞೖ)

௅ಳ್೚ೣ
𝛽௧ ------------------ (6) 
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𝐿𝑜𝑠𝑠௧௢௧௔௟௧ାଵ = 𝐿஼௟௔௦௦ோ௉ே + 𝐿஻௕௢௫ோ௉ே + 𝑎௧ାଵ𝐿஼௟௔௦௦ + 𝛽௧ାଵ𝐿஻௕௢௫ + 𝐿ெ௔௦௞ ----------- (7) 
 A weight at the tth epoch is represented by 𝑎௧ାଵ, while an updated weight at the 
(𝑡 +  1)௧௛ epoch is 𝑎௧ାଵ. At the beginning of the network training operation, we set the starting 
weights at 𝛼1 =  1 and 𝛽௧ାଵ, and we update them at each epoch. 
 The wide range of features seen in microscope images—including size, shape, 
appearance, staining, and texture—makes it difficult to detect and identify some cells relative 
to others. In place of cross entropy loss, we use improved Mask R-CNN with focused loss for 
object classification. Focused loss reduces the impact of losses from many weak samples by 
focusing on a small number of difficult samples. As a result, we can raise the loss for nuclei 
that are difficult to see in micrographs and lower it for nuclei that are easy to see. One way to 
indicate the concentrated loss that this training sample produces is by using the symbol 𝑃்  to 
represent the projected probability on the ground truth class 𝑇. 
𝐿ி௢௖௔௟ ௅௢௦௦ = −𝛿(1 − 𝑃்)ఊ𝑙𝑜𝑔𝑃்  -------- (8) 
 Hyper-parameters δ and γ are used to modulate the overall loss and the individual cell 
losses, respectively, in relation to the classification complexity. For this research, we assumed 
that γ = 1. As a result, the object classification task's learning degree would be diminished in 
comparison to other tasks. So, to construct the hyper-parameter δ in a way that balances the 
focal loss with other losses, we provide an automated regulating technique. 
 

 
Figure 2: Improved mask R-CNN architecture 

 
3.4 Feature extraction using CNN with AlexNet 
 CNNs trained on AlexNet are used for feature extraction because of their exceptional 
ability to pick up intricate features and patterns in spiral drawing pictures. AlexNet is able to 
learn and successfully extract complex information from pictures because of its deep 
architecture, which includes many convolutional layers and pooling processes. More accurate 
and useful classification findings can be achieved by improving the capacity to detect small 
PD-related alterations and traits. 
 One subfield of deep learning that has seen a lot of research and practical use is the 
CNN. This model is an enhancement to the BP neural network and a multi-layer network in 
general. All of them employ forward propagation to send computed values out into the world, 
and back propagation to tweak their biases and weights. CNNs differ from conventional 
recognition algorithms in that they immediately output their findings via the complete 
connection after continuously using the convolution and pooling operations on the original 
input to build more complicated feature graphs. The input, convolution, pooling, full 
connection, and output layers make up its key components. 
 To make Alexnet faster and more accurate, the author employed the ReLU activation 
function in conjunction with Dropout. Formula (9) defines the ReLU activation function, which 
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is shown in Figure 3. In terms of network convergence speed, this activation function 
outperforms Sigmoid and Tanh. It offers great computational efficiency and can prevent the 
gradient vanishing issue. It is possible that neurons can die off during training if we apply the 
ReLU activation function, rendering it unable to update the weight. Assuming that occurs, the 
gradient passing through the neuron from this point forward will perpetually be zero. 

𝑓(𝑦) = ൜
𝑦,           𝑖𝑓 𝑦 > 0
0,           𝑖𝑓 𝑦 ≤ 0

 ---------- (9) 

 Formula (2) shows the definition of PReLU, a novel nonlinear corrective activation 
function. When it comes to convergence, PReLU is quicker than ReLU. Overfitting is not a 
major concern for PReLU, even if it adds an additional parameter "a". On top of that, by using 
back propagation to learn "a" updates, neurons can choose the optimal gradient in the negative 
area. So, to activate Alexnet, we utilize PReLU in this post. 

𝑓(𝑦) = ൜
𝑦௜ ,   𝑖𝑓𝑦௜ > 0

𝑎௜   𝑦௜,   𝑖𝑓 𝑦௜ ≤ 0
 -------- (10) 

 
Figure 3: CNN with Alexnet architecture 

 
3.5 Classification using IVGG19 Networks 
 Cutting-edge image classification architecture developed for tasks demanding high 
accuracy, IVGG19 Networks are used for categorization. IVGG19 is an upgrade to the VGG19 
model that improves its ability to differentiate between various picture classes. Through the 
use of its deep learning skills, this network can reliably diagnose Parkinson's disease by 
processing and classifying characteristics taken from spiral drawing pictures. 
 Every one of a VGG CNN's six main parts is essentially a network of many linked 
convolutional and full-connected layers. A 224*224*3 input is used with a 3*3 convolutional 
kernel. In most cases, 16–19 layers are tightly packed. Figure 1 shows the structure of the 
IVGG-19 model. 
  By combining many convolutional and non-linear activation layers, it achieves better 
results than utilizing just one. The layer structure improves feature extraction from images by 
downsampling using Maxpooling and replacing the linear unit (ReLU) with a modified version. 
Put another way, it can take the area's pooled value as its maximum value inside the picture 
region. This enhances the network's capacity to prevent visual distortion. First, here is the 
expression of the downsampling layer: (1).  

𝑥௣ೕ

(௡)
= 𝑓 ቀ𝜏௝

௡𝑑𝑤𝑜𝑛ቀ𝑥௝
(௡ିଵ)

ቁ + 𝑏௝
(௡)

ቁ --------------- (11) 
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 Conventional detection systems struggle to handle the aforementioned problems due to 
the wide range of mask colors, scene states, and variations in the lighting conditions of the 
workplace. This optimizes the model parameters of the convolution layer. All of IVGG-19's 
parameters are located in only three FC layers. This article primarily covers the categorization 
of two categories (if wearing masks), however the network parameters were initially planned 
for a thousand classifications. A 2-label Softmax classifier takes the place of the original layer, 
and sparse features are made use of by means of Dropout and Max pooling. 
 

 
Figure 4: Improved VGG 19 architecture 

 
 

Algorithm 1: Improved VGG19 Networks 
Input: 

1. Spiral Drawing Images: Preprocessed images of spiral drawings, each resized to 
224x224 pixels with 3 color channels (RGB). These images are used as input to the 
IVGG19 network. 

Steps: 
 Resize the input spiral drawing images to 224x224 pixels. 
 Normalize pixel values to a range suitable for the VGG19 network  

Convolutional Layers: Hierarchical features are extracted from input pictures by 
means of the network's application of several convolutional layers equipped with 3x3 
kernels. 

 Activation Function: Use ReLU activation after each convolutional layer to 
introduce non-linearity. 
𝑦 = 𝑓(𝑊 ∗ 𝑥 + 𝑏)  
where W represents the convolutional kernel, x the input image, b the bias, and f the 
activation function (ReLU). 
Max Pooling: Retain the most important features after downsampling the feature 
maps by using max pooling. 

  Classification: 
 Flatten Layer: Convert the 3D feature maps into 1D vectors 
 Fully Connected Layers: Pass the flattened vectors through fully connected (dense) 

layers. 
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Output: 
1. Class Labels: The classification results output by the IVGG19 network, indicating 

whether the image corresponds to a PD or non-Parkinson's Disease (non-PD) 
category.  

 
IV. Results and discussion 
 Presenting and evaluating the data obtained from our study, we assess the efficacy of 
many models in predicting Parkinson's disease using spiral drawing picture classification. We 
evaluate the efficacy of different methods using crucial performance metrics such as Accuracy, 
Precision, Recall, and F-measure. This study shows how each model performs and where it 
falls short, giving us a better idea of which one is most suited to the job. The purpose of this 
discussion is to analyze the results by looking at what they mean for clinical application and 
early diagnosis. 

 
Figure 5: Denoised image 

 Figure 5 illustrates the results of the denoising process applied to spiral drawing images 
used for Parkinson's Disease prediction. The figure presents three examples of denoised images 
processed using different denoising techniques: Enhanced Residual Noise Elimination Neural 
Network (ERNEN). 
 

 
Figure 6: Segmented image with overlay 

 Figure 6 presents the segmented images with an overlay that is used to analyze spiral 
drawing images in the context of Parkinson's disease prediction. This figure visually 
demonstrates the segmentation process, highlighting the delineation of key features within the 
images. 
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Figure 7: Feature importance  

 Figure 7 shows how important features are when using spiral drawings to forecast the 
onset of Parkinson's disease. The importance of the picture characteristics that go into the 
prediction model as a whole is graphically shown in this figure. 
 

 
Figure 8: Red, green, and blue channel histogram 

 Figure 8 presents the histograms of the Red, Green, and Blue (RGB) channels for the 
spiral drawing images used in Parkinson's Disease prediction. This figure offers a detailed 
analysis of the color distribution across each channel, providing insights into the color 
characteristics of the images that might be relevant for the classification task. 
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Figure 9: Texture 

 Figure 9 illustrates the texture analysis of the spiral drawing images used for 
Parkinson's Disease prediction. This figure provides a visual representation of the textural 
features present in the images, which play a crucial role in differentiating between various 
patterns and structures relevant to disease diagnosis. 

 
Figure 10: Contours 

 Figure 10 displays the contour detection results applied to the spiral drawing images 
used for Parkinson's Disease prediction. Contour detection is a vital image processing 
technique that helps identify the boundaries and shapes within an image, which are essential 
for accurate feature extraction and subsequent classification. 
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Figure 11: Training accuracy value comparison chart 

 Figure 11 displays a chart comparing training accuracy values. Values for precision are 
shown on the y-axis and epochs are shown on the x-axis. 

 
Figure 12: Training loss value comparison chart 

 A comparison chart of training loss values is shown in figure 12. Epochs are shown on 
the x-axis, while training loss is shown on the y-axis. 
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Table 2: Denoising value comparison table on PD 
 Denoising value comparison on PD  

NLM [30]  PSNR SSIM RMSE 
100.jpg 8.11 0.78 0.47 
101.jpg 8.21 0.78 0.44 

NLW [31] 100.jpg 8.62 0.79 0.43 
101.jpg 8.91 0.82 0.41 

ERNEN 100.jpg 9.20 0.85 0.37 
101.jpg 9.24 0.87 0.34 

 
 The table 2 comparison of denoising algorithms for Parkinson's Disease (PD) image 
processing reveals notable differences across three metrics: PSNR, SSIM, and RMSE. For 
PSNR, which measures image quality after denoising, the Enhanced Residual Noise 
Elimination Neural Network (ERNEN) outperforms both the Non-Local Means (NLM) and 
Non-Local Wavelet (NLW) methods. Specifically, ERNEN achieved PSNR values of 9.20 and 
9.24 for images 100.jpg and 101.jpg, respectively, compared to NLM's 8.11 and 8.21 and 
NLW's 8.62 and 8.91. In terms of SSIM, which assesses image structural similarity, ERNEN 
again excels with SSIM scores of 0.85 and 0.87, significantly higher than NLM's consistent 
0.78 and NLW's 0.79 and 0.82. Lastly, for RMSE, which indicates the amount of residual noise, 
ERNEN shows the lowest values, 0.37 and 0.34, highlighting its superior denoising capability 
compared to NLM (0.47 and 0.44) and NLW (0.43 and 0.41). Overall, ERNEN demonstrates 
the highest performance across all metrics, suggesting it provides the best image quality 
enhancement for PD image processing. 

 
Figure 13: PSNR value comparison chart 

The figure 13 shows PSNR value comparison chart the x axis shows image and the y axis 
shows PSNR value. 
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Figure 14: SSIM value comparison chart 

The figure 14 shows SSIM value comparison chart the x axis shows image and the y axis 
shows SSIM values. 

 

 
Figure 15: RMSE value comparison chart 

The figure 15 shows RMSE value comparisons chart the x axis shows image and the y axis 
shows RMSE values. 

 
Table 3: Classification performance metrics comparison table 

Methods Accuracy Precision Recall F-measure 
ResNet 50 93.89 93.65 93.25 93.12 
VGG 16 94.01 94.32 94.01 94.21 
VGG 19 94.12 94.81 94.27 94.36 
Improved 
VGG 19 

95.32 95.24 95.12 95.32 
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Figure 16: Classification performance metrics comparison chart 

 The table 3 and figure 16 shows performance evaluation of different models reveals 
that the Improved VGG 19 outperforms the other methods across all metrics. Specifically, it 
achieves the highest Accuracy at 95.32%, Precision at 95.24%, and Recall at 95.12% and F-
measure at 95.32%. This indicates that the Improved VGG 19 model is superior in correctly 
classifying instances and minimizing errors. VGG 19 follows closely, with Accuracy of 
94.12%, Precision of 94.81%, Recall of 94.27%, and F-measure of 94.36%, demonstrating 
strong performance but slightly lower than the Improved VGG 19. VGG 16 shows a good 
performance with Accuracy of 94.01%, Precision of 94.32%, Recall of 94.01%, and F-measure 
of 94.21%, while ResNet 50, although still effective, lags behind with Accuracy of 93.89%, 
Precision of 93.65%, Recall of 93.25%, and F-measure of 93.12%. Overall, the data highlights 
that the Enhanced VGG 19 model provides the most balanced and effective performance in 
terms of classification accuracy and reliability. 
 
V. Conclusion 
 There has been great progress in the early identification and treatment of Parkinson's 
Disease (PD) to the successful prediction of PD using spiral drawing image categorization. 
Improved PD prediction accuracy and reliability can be possible with the use of cutting-edge 
machine learning and image processing methods, as shown in this work. By utilizing the 
Enhanced Residual Noise Elimination Neural Network for preprocessing, the Improved Mask 
R-CNN for segmentation, CNN with AlexNet for feature extraction, and IVGG19 Networks 
for classification, the proposed framework achieves a high level of precision in analyzing spiral 
drawings. The preprocessing step effectively reduces image noise, improving the quality of the 
input data. Enhanced segmentation with Improved Mask R-CNN ensures that relevant features 
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are accurately identified, which is crucial for reliable feature extraction. The use of AlexNet 
for capturing intricate patterns and IVGG19 Networks for classification further refines the 
diagnostic process, enabling a robust and automated approach to predicting Parkinson's 
Disease. Overall, the integration of these sophisticated techniques into a cohesive system not 
only provides a valuable tool for clinicians but also contributes to the broader goal of improving 
early diagnosis and intervention for Parkinson's Disease. Future work could explore the 
application of this framework to larger datasets and real-world clinical scenarios to further 
validate its effectiveness and adaptability. By advancing the capabilities of automated PD 
prediction, this study supports the ongoing effort to enhance patient outcomes and advance 
neurological care. 
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