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Abstract: For estimating the mean of finite population using information on an auxiliary variable we define
the classes of estimators under adoptive cluster sampling in this paper. Expressions for their biases and
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1. INTRODUCTION

Adoptive cluster sampling due to Thompson [16] is an efficient procedure for sampling rare and hidden
clustered populations. Examples of such clustered population includes animals and plants of rare and
endangered species, fisheries, uneven minerals exploration, pollution concentrations, epidemiology of sporadic
diseases, noise problems, drug users, HIV and AIDS patients, criminals and hot spot investigations. The
environmental populations, such as plants and animals having patchy distribution of units have been the
motivation for adoptive cluster sampling, see Chaudhry and Hanif [2]. In adoptive cluster sampling, an initial
sample is selected by simple random sampling without replacement (SRSWOR) of units. If the value of the

study variable from a sampled unit satisfies a pre-specified condition C, that is, {i, y; 2C } , then the unit’s

neighborhood will also be added to the sample. If any other units that are “adaptively” added also satisfy the
condition C, then their neighbourhoods are also added to the sample. This process is continued until no more
units that satisfy the condition are found. The set of all units selected and all neighbouring units that satisfy the
condition is known as the network. The adoptive sample units, which do not satisfy the conditions, are called
edge units. A network and its associated edge units are called a cluster. If a unit is selected in the initial sample
and does not satisfy the condition C, then there is only one unit in the network. A neighbourhood must be
defined such that if unit i is in the neighbourhood of unit j then unitj is in the neighborhood of unit i. In this
study neighbourhood of a unit is defined as the four spatially adjacent units, that is to the left, right, top and
bottom of that unit as demonstrated in Figure 1.1, see Chutiman [3].
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Figure 1: The example of network where a unit neighborhood is defined as four spatially adjacent units.

It is a well established fact that the use of auxiliary information at the estimation stage improves the efficiency
of an estimator of the population mean of the study variable y. The use of auxiliary information might be
constructive to obtain better the efficiency of an estimator in adaptive cluster sampling (ACS) case. For
example, in an ornithological survey, it is likely to get improved results using ACS to group a rare and clustered
species. The count of particular species in a locality is the study variable y then the changes in food availability,
habitat, or temperature would be the auxiliary variables. Another illustration may be, the count of disease
affected plants is the study variable in an agricultural survey and auxiliary variable(s) might be the fertility of
the ground, the cultivable region or the climate conditions, see Chaudhry and Hanif [2, pp.553 -554]. Few
authors including Chao [1], Dryver and Chao [5], Chutiman and Kumphon [4], Chutiman [3] and Chaudhry and
Hanif [2] have made the use of auxiliary information in estimating the population mean of the study variable y
under adaptive cluster sampling (ACS).

In this paper we make an effort to develop a class of estimators for population mean and the variance of the
Hansen and Hurwitz’s estimator of the population mean of the study variable y using information on auxiliary
variable x. We obtain the bias and mean squared error of the suggested class of estimators up to the first order of
approximation under ACS. Conditions are also given for the minimum mean squared errors of the proposed
classes of estimators.

2. NOTATIONS

Let U = (ul,uz,...,uN) be a finite population of N units. Let (yi VX ),i =1,2,..., N denote the observation
on the (study, auxiliary) variables for the unit ”i(i =12,.,N ) Suppose an initial sample of n units is
selected with a simple random sampling without replacement (SRSWOR) scheme. Let A; denote the network

that includes unit i and #1; be the number of units in that network. Let w yi and W ; denote the average y-value

and the average x- value in the network which includes unit i such that

1 1
wy=—22 y;ad w,; =— 3} x;
mi JjEA; mi JeA;

respectively. Adaptive cluster sampling can be considered as simple random sampling without replacement

when the averages of networks are considered see, Thompson [15] and Dryver and Chao [5]. Let us use the

notations Wy and W, to denote the sample means of the study and auxiliary variables in the transformed
— 1z —_ 1z

population respectively, such that w, =—2> W, and W, =—2>Ww,.
ni=1 ni=1

For simplicity, we assume that population size N is large enough as compared to sample size n so

. . . . . n
that finite population correction (fpc) terms are ignored i.e. (1 - NJ = (1 - f) =1.

We write
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1 n 1 n
SVZV} = > (W}l - Wy ) ands = > (W i — W, )2 are unbiased estimators of
n—1)ia (n—1)ia
1 N _ 1 N _
S2 = > (W - Y) and S2 > (Wxi - X)2 respectively,
) i=1 (N -1)ia
N —\s
M = %21( ) ( =X )A , (r,s) being non negative integers;
i=
2 2
szsm*:@ 2 _ S _He
W g2 Tt T g2 T
pwxy = SL : Correlation coefficient between w y andw,,
wy wx
7 U 7
mx:—1§ ’71(Wx):%’ﬁl(wx):712( ) B (wx) = 24 :
YSWX SW.X SW.X
w. — 2
Leta %,uwx = M;_; andv,, = ;V;x

E{(a,, ~1P}=nc2 B, ~1)? =02 B (g 1) 0, 1) J= 070,000 C
E{ 0~ }= {8 w ) -1} E{ (0, —1) ey —1) J= ',
E{ (u,, =) (v, —1) }=n""p(w,) C,,

3. THE SUGGESTED CLASS OF ESTIMATORS BASED ON (w,, X )

Whatever be the sample chosen, let . assume values in the bounded, closed convex subset, O, of one
dimensional real space containing the point 'unity'. Following the procedure similar to that adopted by

Srivastava [10,8] we define a class of estimators for population mean Y under ACS as

Ve :v_vyg(uwx) (3.1)
where (.) is a parametric function such that g(l) =1 and which satisfies the following conditions:
3(@). The function g (”wx ) is continuous and bounded in Q.

3(ii). The first and second order partial derivatives of g (u wx ) exist and are continuous and bounded in Q.
Since there are only a finite number of samples, the expectation and mean squared error (MSE) of the estimator
y ¢ exist under the condition 3(i). Expanding the function g\u ( ) through the

point ‘unity’ in a second order Taylor's series, we obtain
- 1 .
Vg =W,y |:g(1)+ (uwx - 1) g1(1)+ E(uwx - 1)2 gll(uwx ):| (3.2)

where I/t:,x =1+ 49(uwx - 1) ,0<@<1and g (1) and g (1) denote the first and second order partial

derivatives of the function g (u wx ) .

Noting in (3.2) that g(l) =1 and Wy = ?(1+ G) and 7] = (u wr 1) respectively, we have

3, =?(1+e>{1+ng1(1>+’7—; el )}
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=Y {He +77g1(1)+€ 7781(1)"'%(1"‘6)772&1(”1% )}

(3.3)

Taking the expectation and noting that the second order partial derivative of g (u wx ) is bounded, we obtain

E(y,)=7 +0[™)
To the first degree of approximation, the MSE of y g 18
MSE(, )= E(5, - ¥ )
=7? ER +2e 15, (1) + 78 1)

= : [C2 C, 2(1) 2P,y C,, C (1)]
n wy wx 8 1 wWyx ~wy 7 wx 81
The MSE of y,, is minimized for

81 (1)= “Puyx (Cw /wa )
-k

wyx
wy
C

wx

Substitution of (3.6) in (3.5) yields the minimum MSE of y g @

where, kwyx = Poyx

2

S
)= = | 1-p0)
MSEmin (yg)_ 1_pwyx
which is the same as the approximate MSE of the linear regression estimator y, ;. = w, + ,wa (X -
A S
here 3, = —=—is the estimate of th lati i fficient /3, . i
where p,. = 2 is the estimate of the population regression coefficient 5., in

which Swyx = (n;_l)é(wyi - Wy ) (Wxi - Wx )and szvx = (n;_l)é(wxi - Wx )2 are
unbiased estimators of Swyx = ﬁ i (wyi - Y) (Wxi - Y)and Six = ﬁ i (Wxi - Y)z
—1)i=1 —Lli=l

respectively. Thus no estimator of the proposed class of estimators y ¢ can have MSE up to first order of

approximation smaller than the asymptotic variance/MSE of the linear regression estimator.

34

(3.5)

(3.6)

3.7

W)

Any parametric function g(uwx )satisfying the conditions 3(i) and 3(ii) above can define an estimator of y ¢

.The class of such estimators is very vast. The following estimators:
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S = expl A0 Hw)
1 y a(1+uwx)+b*
— — { a(l_uwx) }
Vi =W, expy—————

1+(a—1)uwx

Etc. are members of the proposed class of estimators Yy, and (0[, a,b” ) {With b= b/ X } are
suitable chosen constants.
4. BIAS OF THE CLASS OF ESTIMATORS yg

To obtain the bias of the class of estimators y , , we will have to strengthen, the conditions on g (u W )assuming

that the third order partial derivative also exists and is continuous and bounded. Then expanding g (u wx )
about the point 'unity' in a third order Taylor's series.

Y, = Y(l+€){l+(uwx _1)81(1)"‘%2_1)2811(1)"‘%6_1)33111(”:“ ):|
= 17(1+e){1+7]g1(1)+77—22811(1)"'77—638111(”;[ )}

2 2 3 3
=Y {1"'6 +1g, (+ € 7781(1)"'%811(1)"'6 %811(1)"'%8111(”; )'FE 77_g111( . )}

u
6 wx
or
n 2
. _|¢€ +77g, (1€ 7781(1)"‘7811(1)
(5, -7)=Y . . \ : (“.1)
(S 77 77 % (S 77 %
+—2 811(1)"‘?8111(”%‘ )+ 6_8111(”WX )

where g : (uwx ) denotes the third order partial derivative of the function g (uwx )about the point i, = u:}x .
Taking the expectation of both sides of (4.1) and retaining the terms up to the terms of order 1™,

we obtain the bias of y, as

B3, )=E(, -7)
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n

: (ij c, {kwyxgl(l)%gu(l)} @2

If we setgn(l) = 2g12(1) in (4.2) we have

_ Y
B(y,)= ~ gk, +&,0)]
which is zero,
if either g,(1)=0 or, g,(1)=—k,,, (4.3)

The meaning of g, (1) =0 is that there is no involvement of 1, in the estimator. The case g, (1) = —kwyx is

that value of g, (1) which minimizes the MSE of the estimator belonging to the class of estimators y , .

Thus we arrive at the following Theorem.

Theorem 4.1: If the function g (u o ) satisfies the relation 811(1) =2 gl2 (1), then the estimator belonging to

the class of estimators y ¢ Would be almost unbiased (i.e. unbiased up to first order of approximation) with the
minimum MSE.

To illustrate this result we consider the following estimator for population mean Y as

- X
I falw - X)

= Wy [1 + a(uwx - 1)]_1
HCI'C, g(uwx):|:1+a(uwx_1):|_l’
For this function we have

gl(l)z_a’andgn(l): 2@'2
= g,,(1)=2¢)

which satisfies the condition stated in the Theorem 4.1.
To the first degree of approximation the bias and MSE of y, are respectively given by

B(y2)zgcix [kwyx +a2] @4
MSE(y )—17—2[C2 2 o - ]
V)= wtCna —2p,.C C, ol 4.5)
n
The MSE(?W) is minimum when
a=—k,y, (4.6)
Substitution of (4.6) in (4.4) and (4.5) respectively yields
B(yz ) =0
and MSE(, )= (2, /n)(1-p2,.)
= MSE(ywlr )

Remark 4.1: The following known estimators are also the members of the suggested class of estimators y Py

*

yl = Wy (usual unbiased estimator)

X
y; =w,—= Wyuw)l( (ratio estimator due to Dryver and Chao [5])
W.X
. W, , .
Y, =w, ? = wyu,, (product estimator due to Chaudhary and Hanif [2])
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. _ [ 1+C, . .

Yy =Wy | ————— (Chutiman [3] estimator)
uWX + CWX

%k — w, )+ C*

ys =w, ﬁz( x) i m (Chutiman [3] estimator)
ﬁZ (Wx )uwx + wa

[ 148,
Ve =W, | — 7= (Chutiman [3] estimator)

e + B, (w,)

o
|
-

*
% — 1+ pwxwy .
Y =Wy ———— (Yadav et al. [17] estimator)
Uy + pwxwy
v2
s | X _ 2 )
Yo EWy| 5 [S Wl (Yadav et al. [17] estimator)

X

B, (Wx )+ ﬁ1* (Wx )
" Bolw e + B, (w,)

Bilw,)+ By (w,)

(Yadav et al. [17] estimator)

(Yadav et al. [17] estimator)

Yio =W, p
ﬂl (Wx )uwx + ﬂz (Wx)
yi = Wy exp(l —U,, ) (Chaudhry and Hanif [2] estimator)
— % — 1- u wx . .
Y, =W, exp (Chaudhry and Hanif [2] estimator)
1+u,,
y; = Wy exp (u e 1) (Chaudhry and Hanif [2] estimator)
— — U, — 1 . .
Yig =w, exp (Chaudhry and Hanif [2] estimator),
u,, +1
5 C #* ﬁ (W ) #* ﬁ (W ) * Prxwy
where, C, == 2, w )=t x)="2E ==
wx X ﬂl ( x) X ﬂ2( ) X pwxwy X
(X’ wa ’ﬂl (wx )’ ﬂZ (Wx )’ pwxwy ) are known.

Some more estimators:

—« _ (N—-nu, . .
Yis =wy N (Srivenkataramna [14] — type estimator)
—n
—« __— | N-=n . .
Yie =Wy (Srivenkataramna [14] — type estimator)
N-nu,,
—* — L* —U,, X .
iz =W, 1 (Srivenkataramna and Tracy [13] — type estimator)
182 Bulletin of Pure and Applied Sciences
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[ L'+l
Vg =Wyl (Srivenkataramna and Tracy [13] — type estimator)
MWX
_ (_ 1+L
Yo =W, +a) —
L +u,,
Yoo =Wy +a) — -
L +u,,
_ _ dw,_ +86,
Yau _(Wy +91)[ dyx ﬁzj -0
+6,
( ) duwx +6
=\w, +6 -0
’ d+6
e 1 .
Yo =W, — (Reddy [7] -type estimator)
(2 Uy )
_ . L . 0
etc. are members of the proposed class of estimators y g at (3.1), where L = ?,92 = 72 and

(d,6’1,¢92,L) are suitably chosen constants. The biases and MSEs of the estimators ij ( ] =1,.. .,22)

can easily be obtained from (4.2) and (3.5) respectively just by putting the values of g, (1) and g, (l) .
It is easily shown that if we consider a wider class of estimators

Vo =G, ) (@7
of population mean Y , where the function G () satisfies G(Y,I)Z Y and G, (Y,l) =1, G, (?,l)denoting
the first partial derivative of G(Wy JU )with respect to Wy , the minimum mean squared error of Yy is equal
to (3.7) and not reduced. The difference type estimator y, = Wy +d (Y - Wx) is a member of the class of
estimators Y but not of the class y o defined by (3.1).
In the following section we extend the class of estimators y ¢ defined by (3.1) to the ones which depend also
upon the ratio (six / S »zvx ): v, and show that the asymptotic mean squared error can

be lower than that attained by the class y ¢ defined by (3.1).

— 2
w S
5. THE PROPOSED CLASS OF ESTIMATORS BASED ON (uwx Vo ) ==, V;x
X SW.X
— v 2 2 .
Letu, =w, / X and Ve = (swx / S . ) Whatever be the sample chosen, let the values of (”wx Vi ) lie in

a bounded, closed convex subset, S, of the two dimensional real space containing the point (1,1). We propose a
class of estimators for the population mean Y as

Yy = Wyh (v, (5.1)
where h (”wx Vix ) is a function of u#,, and Vv, such that h(l,l) =1 such that it satisfies the
following conditions:

5(i). The function h(u wir Vix )is continuous and bounded in S.

5(ii). The first and second order partial derivatives of h(uwx Vi )exist and are continuous and bounded in S.

183 Bulletin of Pure and Applied Sciences
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Expanding h( )about the point (1,1) in a second order Taylor's series we have that

W.x’ W
E(yh )=Y + O(n ), and so the bias of Y, is of the order 1"

The bias and mean squared error of the class of estimators y,, to the first degree of

approximation are respectively given by

2,y Cox Couy I (L) + 24, 1y (L1) + C, hll(ll)}

wx =~ wy

5Gs)= 2ancwm( By (L) +2(8, (w, )= 1hyy (L1)

(5.2)
MSEG, )= 72 Co 2P,y Co Coy Iy (1L1) + 24,y (L1) + C2 11 (11)
y
48y ()= D2 (1) + 2C, 7, (v, iy (11 2y (11) G3)
where
oh(u v oh , 2
hl(l,l): (uwx vwx) ,hz(l,l): (uwx vwx) ’hll(lyl): a h(uwx:vwx)
ou. v 2y
wx (L) wx (1 1) wx (1,1)
hlz(l,l) a h( WX’ WX) and hlz(l,l) a h( WX’ w ) .
ov,, ou,, (L) 2V (L)

The MSE(y, )at (5.3) is minimized for

h(1,1)= [ At (0) = P oy (B () =D)]
1\™ wa(ﬂZ(Wx)_ﬂl(Wx)_l) 1(opt) ay
¢ —A ’ (5.4)
h2 (1’1) — (pwxwy wy?/l (Wx) wyx) _ h(l’l)

(B, (w,)= B (w,)-1)

Thus the resulting minimum mean squared error of y,, is given by

Dy Coy 1 0,) = 4,
(ﬁz( x) ﬁ1( x)_l) (5.5)

MSE, ;,(5,) = (V2/n)| €2, (1= p2,,, )-

Now we state the following theorem

Theorem 5.1: Up to the terms of order n! s

o Con i )= 4, F
(B0, )= B,(w,)-1)

with equality holding if ~ /, 11)= Py opr) (11) and h, L1)= hZ(()pl)(l’l) where ]’li(gpt) (L1),i=12

is given by (5.5).
From (3.7) and (5.5) we have

MSE(3,)= (V2/n)| €2 (1= 2., )-

(2/){/7%@ wﬁﬁ( ) ﬂ’wyx}z

MSEmm(yg) MSEmm yh ﬁ ( ) ﬁ( )_1)

(5.6)

which is positive.

Thus the proposed class of estimators y,, is better than the class of estimators y ¢ » With equality if and only if

Proxwy C wy N1 (wx ) = ﬂwx .So we conclude that the proposed class of estimators y,,

would be worth  using when the relationship between w,yand W, is markedly nonlinear and

(ﬁz(W ) ﬁl( ) )15 small.
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Any parametric function h(”wx Vo ) such that /7, (l,l) =1land satisfying the conditions 5(i) and 5(ii) can

generate an estimator of the class y,, . The class of such estimators is very large. The following functions for
example give some simple estimators of this class:
() =55 VL
g MWX’VWX MWX VWX
)= 1+ou,, —1)
1+ A, -1)
glu,,,v,, )= [1+05 -1)+B80,, )]

=[1- a( —1)= B, -

a,+a, =1

g(uwx ’vwx

_ B
Ui s Vix ) - aluwx + a,v

g o
1
g(u ’vwx) 1+a( ,5 5 _1)

The minimum values of (a, B,0 ) in the estimators deﬁned by the above functions are determined from the

conditions (5.4) and with these optimum values, the asymptotic MSE is given by (5.5).
Remark 5.1. It may be noted that the MSE in (3.7) and (5.5) of the classes of estimators y ¢ and Y, defined by

(3.1) and (5.1) respectively are attained when the optimum values of the parameters, which are functions of the

unknown population values, are used. When the parameters are estimated from the data from which Wy JW,

2 . . .
and s, . have been calculated, there is an extra component of mean squared errors of the estimators which have

not so far been considered. To use such estimators in practice one has to use some guessed values of population

parameters (/wawy ,C wy ? C.. ﬁz( ) ﬁl( ) Wy x) either through the past experience or through a pilot

sample survey. It may be noted that even if the values of the population parameters used in the estimators are
not exactly equal to their optimum values as given by (3.6) (and (5.4)) but are close enough, the resulting
estimator will be better than usual estimators, for instance see Das and Tripathi [18]. For a discussion on this
point in connection with the estimation of population mean using multivariate ratio estimator, the reader is
referred to Srivastava [12]. In this connection we also mention the works of Srivastava and Jhajj [9,11].

Remark 5.2. The class of estimators Y, defined by (5.1) does not include even the simple difference

type estimators such as

Ya(t) =W, +051(Y_Wx)+052(sv2vx _szvx) (5.7
yh(Z) = Wy + al (szvx - szvx )+ sz (Cvzvx - évzvx ) (5.8)

~2 —2 . . . .
where C,. =5, . / w_ . However it can be easily seen that the following class of estimators
yH = H(Wy’uwx ’vwx) (5'9)

V,,, such that

wx ? wx ?

H (Y 11)=Y (5.10)
aH(Wy s Uy s Vyx )

J Wy |(17,1, 1)

It can be easily shown that to the first degree of approximation the minimum asymptotic mean squared error of

includes the estimators yh(l) and yh(z) , where H (v_vy S sV ) is a function of Wy ,u

H, (Y 11)= =1.

yH is equal to (5.5) and is not reduced. We note the estimators yh(l) and yh(z)deﬁned by (5.7) and (5.8)

respectively are members of the class of estimators y; but not of the class of estimators y,, defined by (5.1).

For the optimum values of the constants involved in the estimators y, (1) and yh(z) , they attain the minimum

mean squared error given by (5.5).
Thus we conclude that up to the first order of approximation one cannot improve upon the estimators such as
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Y1 = Wy”:fx V»/jx’

__ {t+alu,, -1}
B -1

vy =w,[1+alu,, 1)+, -1
vy =w,[1-alu,, -1)-B0,, D",

- _ o i _
ys—[aluwx+a2v ], a,+a,=1,

wx

5o =, i+alu? ve )",

yh(l) or yh(z) by choosing more functions of u#,, and v satisfying (5.10). Thus, for example, if one takes a

<
=|

linear combination of the exponential estimators yl and the estimator §3 s

7 ([ 52 B
V(@) = ﬂ[TxJ [%j +(1- ﬂ){wy +alu,, —1)+pv,, - 1)} G.1D
SWX
the mean squared error will not be reduced below the expression (5.5), the estimator yh(3) being a member of
the class y; defined by (5.9), see Srivastava and Jhajj [9, p.94].

6. ESTIMATION OF THE VARIANCE OF HANSEN AND HURWITZ ESTIMATOR OF THE
POPULATION MEAN USING INFORMATION ON (w,,.v,.)

Consider the notations Wy and w, for the sample means of the study and auxiliary variables in the

transformed population respectively, such that

_ 1= R
w,=—Xw, and w, =—wal,
ni=1 ni=1

Thompson [16] envisaged an unbiased estimator for population mean Y inACS based on the
modification of the Hansen- Hurwitz estimator:

1 ¢ _
fh=— dow,=w, 6.1)
i=1

The MSE/variance of #, = W is given by

1- N
MSE(r,)= n(N—fl)l (v, =)
1

s
n N)

When N is sufficiently large so that f =0= N = () so, under this situation, the MSE/ variance of the

estimator f;under ACS is given by

g 1
Var(t,) = MSE(wy )= - Se. =V (say) (6.2)
An unbiased estimator of Var(t 0 ) in (6.2) is given by
S2
Var(lo ) = = V, (say) (6.3)
n
1 2 :
2 J—
where, s = Slw,. —w
" (I’l—l)i—l( Y ))
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The mean squared error of V to the second order approximation is given by

R 2 2 s2
MSEWy )= (8, (i, )=1) = (21 ~1) =2y -) 64

Let u,, = Wx / X and Vi = Six / S ix . Whatever be the sample chosen, and let (uwx Vi ) assume values

in a bounded closed convex subset, S of the two dimensional real space containing the point (1,1).
Motivated by Srivastava and Jhajj [9] we propose the class of estimators of the population variance V as

V VO ( wx’ wx) (65)

where (u wie Ve ) is a function of © . andV . such that ¢ (1,1) =1 and such that it is satisfies the following

conditions:

6(i). The function ¢ ( wr Vi ) is continuous and bounded in S.

6(ii). The first and second order partial derivatives of ¢ (u wie Ve ) exist and are continuous and bounded in S.

To the first degree of approximation, the MSE of V, is given by

5 Ao =1+ CLt2(11)+(Ay, —1) 15 (L1)+24,5C,, 1, (1L1) 1, (1,1)
uselr )= /){ 225, Cty (1L1) + 2(Ay, =1) 1, (L1) } o

Sy {(/1 o =)+ C2 12 (L1)+ (Ayy —1) 2 (L1) +2445C,. 11(11)12(11)}
ot |+24,,C, 11(11)+2(/122—1) ,(L1)

n
where

:lel( _)r(wxi _Y)S

ILIVS‘ o 1 1
ﬂrs w2 , (r,s) being non negative integers.

My M)

The MSE of ‘}z thus is a function of (1,1) and?, (1,1) which is
minimized for

t (1’1) _ [(/222 _1)/103 2_/121 (’104 _1)]
(/104_/103_1) wa (6 7)
(1) = s =) |
(A - ﬂm 1)
Thus the resulting minimum MSE of the class of \}t is given by
{(/122 — 1) =225, 405 (A, = 1)+ 25, (A4 — 1)}
MSE,,., \V, V2/n ,140 —1)- : 21
)4 e

2 {(/122 - 1)2 =224y (/122 -1)+ /1221 (/104 - 1)}
:(Swy/n) (/140_1)— (/104_/1(2)3_1

Thus we state the following theorem.

Theorem 6.1: Up to the terms of order n!
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MSE(‘}I )2 (SVZW /”2) (Aao =1)- {(/122 e 2/1(21/103_(//11222 :1))4_ /%1 (A4 - 1)}

with equalif(y holding; if ( )]
2’22 -1 2’03 _2’21 2’04 -1
(L= el
t ( ) (/104 - - )wa
[ﬂz ﬂm 222 B 1)] )
(A =45 -1)

Any parametric function # ( wi Ve ) satisfying the conditions 6(i) and 6(ii) can define acceptable estimator of

t,(1,1)=

Var (ty) =V . The class of estimators V, is very vast. Some members of the class of estimators represented by
V, are
‘%(1) :‘70 uf\fxv;fx
Vz(z) = Vo [1+ alu,, —1)+ B(v,, ~1)]
Vi =V l-alu,, —1)-Bv,, -]
V() VO {a1 +a2vﬁ} a,+a, =1
\7( 5) = VO {aum +(1—0!)v£x}
Vi) =Vo explalu,, —1)+ B0, -1}
=, el 1)
- B0, —1}
etc. If @and 3 in the above estimators are respectively given by the right hand side of the equations (6.7) then,

vV i) Jj=1,...,7 attain the lower bound of the mean squared error given by (6.8).

6.1. Bias of the Suggested Class of Estimators
To derive the bias of the estimator Vt , we will have to strengthen the conditions on ¢ (u wie? Vi )of section 06,

supposing that its third order partial derivatives also exist and are continuous and bounded. Then expanding
t (u et Vo ) about the point (1,1) in a third order Taylor’s series, taking expectation of ‘}t and retaining terms
up to the terms of order n_1 , we obtain
B(‘}t ): E(‘}I)_
V| 2200 C oty (11)+2(2; =1y (11)+ €y, (1L1) 69
“2n +(Ags =1) 15, (1,1)+2205C,, 115 (11) .
_ S0, [ 2660 (L) +2( 4, = 1) (L) +CLry (1,1)

1)+
B 2n’ +(/104_ ) (1 1)+2/103 wel12 (1 1)

Thus it is observed that the bias of Vt depends also upon the second order partial derivatives of the function

t (u wer Vo )at the point (1, 1), and hence will be different for different estimators of the class. So the biases
and MSE's of the estimators belonging to the proposed class of estimators from (6.8) and (6.9) can be had by just
putting the suitable values of f; (l, l) , b (1, 1), I (1, 1) and 75, (1, 1). Further, if we consider a larger class
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of estimators ‘}T = T(‘}O’”m Vi ) of Var(to ) =V, where T(V,l,l) =V and T} (V,l, 1) =1, T, (V,l, 1)
denoting the first partial derivative of T(‘}o s U s Vi ) with respect to Vo , the minimum mean squared error of
\}T is equal to (6.8) and it is not reduced. Also the difference type estimator
Vd = Vo + Ot(u wr 1)+ ﬁ (wa - 1) is a member of the class represented by ‘}T but not of ‘}t defined by
(6.5). Thus, the minimum MSE of the difference type estimator is attained by estimators from the class \}t .
Remark 6.1: It may sometimes happen that the information only on population mean X of the auxiliary
variable x is available. In such a case we define a class of estimators of Var(l 0 ) =V as

Vi =Vt () (6.10)

* . . * . . . .. .
where ¢ (u wx ) is a function of u,, such that ¢ (1) = 1 and satisfies certain regularity conditions as given for

X

the class of estimators V,i.e., 6(i) and 6(ii) as mentioned earlier.

To the first degree of approximation, the bias and MSE of \}: are respectively given by

B )= - panCuuti W+ 211, 0)] 611
-5 brcuniecii o)
MsE(” )= V_nz (g = 1)+ 2, C,6 ()4 C2.72(0)] 612
= 1—4“2 [(Rag = 1)+ 225,C oty 0+ €212 (1)
where 1, (1) = %uw") and 1;, (1) = —azgi?“)
L PR R

The MSE (V: ) is minimum when

11*(1)=% 6.13)
Thus the minimum MSE of V: is given by
V2
MSE,;, (Vt )= — [(/140 -1)- /@1] (6.14)

Now we state the following corollary.

Corollary 6.1: Up to the terms of order n_l s
s\ V2
MSE(V, )2 7 [(/140 - 1)_ /1%1]

with equality holding if £, =—A4,,.

The following estimators:

A

. o
Vt(l) =V, u

wx

‘};2) = ‘}0 [1 + a(uwx - 1)]
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" A
Vt(6) = VO exp{a(u wx 1)}
etc. are the members of the proposed class of estimators \}: .

It is easily seen that the optimum values of the parameter ¢ in all the estimators are given by
the right hand side of (6.12).

The biases and MSEs of the estimators belonging to the proposed class of estimators \}: can be obtained from

(6.11) and (6.12) respectively just by putting the appropriate values of f; (l) and 7, (1) .
It can be easily proved that if we consider a wider class of estimators of

- [
Vt =T (VO’uwx)

of the Var(t) =V, where the function T (‘}O,uwx )satisﬁes T (V,l) =V and Tl* (V,l) =1, Tl(V,l)

denoting the first order partial derivative of T" (‘}O,uwx) with respect to ‘}0 , the minimum MSE of ‘}t* is

equal to (6.14) and it is not reduced. The difference type estimator \}; = ‘}0 +a (M — l)is a member of the

class \}T* but not of the class ‘}t* .
From (6.4), (6.8) and (6.14) we have

MSEWV,)- MSE,, (V)= Vi (6.15)
n
MSEmin (‘}t4< )_ MSEmin (‘}t ): V_nz {/125103 :;22122__1;)2 } (616)
04 ~ 03

From (6.15) and (6.16) we have the inequality
MSE,, (V. )< MSE,, (V" )< MSE(V, ) 6.17)
It follows from (6.17) that the proposed class of estimators Vz is more efficient than the usual unbiased

] A ) A
estimator VO and the class of estimators Vt .

Remark 6.2: When the variance S vzvx is known only, we define a family of estimators for population variance
Var(t 0 ) =V as

V=Vt () (6.18)
where ¢ (wa )is a function of v, such that ¢ . (1) =1 and it is also satisfies the same regularity conditions
6(i) and 6(ii) as given above for the class of estimators ‘}t .

To the first degree of approximation, the bias and MSE of the class of estimators \};* are respectively given by

A gk V sk *
BV )= 5P =0 0+ (Ao =1, 0] 619
= o’ [2(/722 =1 (1)+ (g4 - 1)’11(1)]
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MsE(™)= V72 (g = 1)+ 202 =1 ()4 (A —1) 72 ()] 620
=22 [y 1)+ 208 =147 04 2000 =) 0)

The MSE(V:‘* ) at (6.20) is minimized for

;1**(1):_M 6.21)
(As 1)
Thus the resulting minimum MSE of \}t** is given by
2 12
MSE,,;, (‘7;* )Z v (A —1)- =) (6.22)
n (Zos —1)

Now we state the following corollary.

Corollary 6.2: Up to the first order of approximation,

wsel™)= Y| (4 1) M

with the equality holding if

(g -1)

A ok
Some members of the class of estimators represented by Vt are:

o (1) _ (/122 - 1)

5

A
V.=V, v

t(l) ux

\7:‘;‘) =V, 1-alv, -1)"
Vi =V ewplaly, -1}

‘}:;) = ‘}0 [avux + (1 - a) exp{(vux - 1)}]

2 ek

Vi =V lov! +(1-a)epfli—v, )} e

If @ in the above estimators is given by the right hand side of the equation in (6.21), \;;:j) , j=1,...,6 attain
the lower bound of the mean squared error given by (6.22).

Next, if we consider a wider class of estimators ‘}TM = T** (‘}O’vux) of the variance f, (i.e. V), where
T (V,1)=V and Tl** v1)=1, Tl** (V1) being the first partial derivative of 7" (.) with respect to ‘}0 ,

the minimum MSE of ‘}; “is the same as that of ‘}[** given by (6.22) and it is not reduced. It is easily seen that

. . 4 kk 4 . 7 kk
the difference type estimator V, =V, +« (Vux - 1) is a member of the class represented by V. but not of

A ok

V,

t

From (6.4), (6.8) and (6.22) we have
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2 12

MSEW, )- MSE,, (V" )= Vi, 1) 6.23)
”(/104 - 1)
2 _ _ _ 2
MSEW")-msE,, (v, )= Y= (22, 1)}“203 A (s =1 6.24)
(104 _103 - 1) (104 _1)
Thus from (6.23) and (6.24) we have the inequality:

MSE,, (V, | <MSE,,, (V") < MSE(V, ). (6.25)

It follows from (6.25) that the suggested class of estimators is better than the estimators ‘}[** and ‘}0 .
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