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Abstract  This paper deals with the investigation of an expansion formula, a summa-
tion formula, a multiplication theorem, an addition theorem, matrix recurrence relations,
fractional integrals, fractional derivatives, Laplace transform, Mellin transform and Frac-
tional Fourier transform for the modified Hermite-type matrix polynomials and some
other properties. We also give new definitions for the modified Chebyshev’s-type, the
modified Legendre’s-type and the modified Hermite-Hermite-type matrix polynomials by
using these polynomials and we further prove some new results and relations.
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1 Introduction and Preliminaries

Hermite polynomials are frequently used in many branches of pure and applied mathematics and
physics [1,15]. An important generalization of special functions are special matrix functions and
polynomials. The study of special matrix functions is important due to their applications in certain
areas of statistics, physics and engineering. Special matrix functions appear in connection with the
matrix analogues of the Hermite and Legendre differential equations and the corresponding polynomials
families [17-19, 25, 26, 28, 31]. However, the theory of special functions with matrix parameters is
developed and their properties are also studied by some authors, see, for example, Defez et al. [6, 7],
Jédar et al. [9,10], Sayyed et al. [24], Altin and Cekim [2], Metwally et al. [17-19], and Shehata [27]. An
important example of orthogonal matrix polynomials are the Hermite matrix polynomials. Motivated
by the importance of special matrix polynomials, recently the Hermite matrix polynomials and their
extensions and generalizations have been introduced and studied in [14,29,30,35], for matrices in CNxN
whose eigenvalues are all situated in the right open half-plane. The paper is organized as follows. In
Section 2, we deal with important properties of the modified Hermite-type matrix polynomials such
as an expansion formula, summation formula, multiplication theorem, addition theorem and matrix
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6 M. S. Metwally, S. Abo-Hasha and Karima Hamza

recurrence relations. In Section 3, we obtain some fractional integrals and fractional derivatives for
the modified Hermite-type matrix polynomials. We also obtain some results which follow from their
generating function. In Section 4, we give the Laplace, Mellin and Fractional Fourier Transforms
(see [3,4]) for these polynomials. In Section 5, the matrix polynomial representations along with
the expansions which link the Chebyshev’s-type, the modified Legendre’s-type matrix polynomials
with modified the Hermite-type matrix polynomials and the modified Hermite-Hermite-type matrix
polynomials are also deduced. Finally in Section 6, some concluding remarks are given.

If Dy is the complex plane cut along the negative real axis and log(z) denotes the principal logarithm
of z (see [6]), then 27 represents exp(3log(z)). If A is a matrix in CV*" its spectrum o(A) denotes
the set of all the eigenvalues of A and the two-norm denoted by ||A||2, is defined by

|| Az]|2
ll]2

|1 Al]2 = sup

where for a vector y in CV, ||y||2 denotes the usual Euclidean norm of y, ||y||2 = (yTy)%

If f(z) and g(z) are holomorphic functions of the complex variable z, which are defined in an open set
Q of the complex plane, and if A is a matrix in C¥*¥ such that ¢(A) C €, then from the properties
of the matrix functional calculus [5-7], it follows that

Throughout this study, consider the complex space CV*¥ of all square complex matrices of common

order N. If A is a matrix with 0(A) C Do, then Az = A = exp(3 log(A)) denotes the image by
2% = vz = exp(3 log(z)) of the matrix functional calculus acting on the matrix A.

Lemma 1.1. If A(k,n) and B(k,n) are matrices in CN*N forn > 0, k > 0, it follows that (Defez
and Jédar [6]).

=

[

n

Ms

A(k,n) =

n=0

L
L

A(k,n —mk);m € N. (1.1)

3
Il
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>
I
o
e
Il
<)

Similarly to (1.1), we can write

1
7l

Mg

Ak =3

n=0

NgE:

A(k,n+mk);m € N. (1.2)
0 k=

=}
ES
Il

n 0

Definition 1.2. A matrix A in CV*" is said be a positive stable matrix if (see [11])

Re(p) £ 0 for every eigenvalue p € 0(A), o(A) := spectrum of A. (1.3)

Fact 1.3. If B is a matrix in C¥*% such that (see [13])

B +nl is an invertible matrix for all integersn > 0. (1.4)

Fact 1.4. For a matrix A in C¥*¥ the authors give the following relation (see [12])

1
1—2)"=>" (A", 2] <1, (1.5)

where
(A = A(A+T)...(A4+ (n—DI) =T(A+nD)T ' (A), n>1; (A)o =1,

I'(A) is an invertible matrix in CV*" and I'"!(A) is the inverse Gamma matrix function.
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Properties of modified Hermite-type matrix polynomials ... 7

If ®(z) is a holomorphic function at z = zo and ®(z0) # 0, and if z = zp + w®(z) and f(z) is an
analytic function, we expand a power series in w by the Lagrange expansion formula as (see [22])

flz) ot "’
1—wd(z) 7;) n! dzn 1@\ )
From the definition of the Gamma function, we have (see Srivastava and Karlsson [32,33])

42 2n-—mk 1. /2n—mk 1 N A
t dt=-T(—/———4+2)=X"[Z 1.
/0 € ? 2 ( 2p +2 2 \ 2/ 2n—mr’ (17)
2p

Rl n—(m—p)k — —
/ el dt = F(M + 1). (1.8)
0 p

(1.6)

z=z0

and

In order to describe more details of our work, we will need some definitions of fractional integrals and
fractional derivatives, which are described as below and can be found in standard works in this field,
like, [8,16,20,21,34].

Definition 1.5. Riemann-Liouville fractional integral of order v is defined as

B @)} = g7 [ @ =077 0t Re(w) >0, (1.9)

Definition 1.6. Let f(z) € L(b,c), @ € C and Re(«) > 0, the left-sided operator of Riemann-Liouville
fractional integral of order « is defined as

IO {f(2)} = ﬁ /:(x — ) f(t)dt, x> b. (1.10)

Definition 1.7. Let f(z) € L(b,c), @ € C and Re(a) > 0, then the right-sided operator of Riemann-
Liouville fractional integral of order « is defined as

@ 1 ¢ a—1

ale = - : : 111
V@) = Fa / (t— 2 ()t @ < c (L.11)
Definition 1.8. The Weyl integral of f(x) of order «, denoted by W, is defined by

1

Wl f(zx)} = @ /oo(t — x)a_lf(t)dt, —o00 < x < 00, (1.12)

where o € C and Re(a)) > 0.

Definition 1.9. Let f(z) € L(b,c), @ € C, Re(a)) > 0 and n = [Re(a)] + 1, the left-sided operator of
Riemann-Liouville fractional derivative of order « is defined by

D@} = Ty (ax) | i > (1.13)

Definition 1.10. Let f(z) € L(b,c), a € C, Re(a) > 0 and n = [Re(a)] 4 1, the right-sided operator
of Riemann-Liouville fractional derivative of order « is defined by

(n—a)

DX f(2)} = r(_iﬁ%) /:@,ﬁi?—mdt’ r<ec (1.14)

Definition 1.11. Let f(z) € L(b,¢), o € C, Re(a) > 0 and n = [Re(a)] 4+ 1, then the Weyl fractional
derivative of f(z) of order «, denoted by DZ, is defined by

D {f(x)} = r(ii (%)m fo u_af:)(ii{mdt, (1.15)

(m —a)

where —co <z <oo,m—1<a<mand meN.
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8 M. S. Metwally, S. Abo-Hasha and Karima Hamza

Definition 1.12. The Laplace transform of f(z) is defined as (see [4])

£{f(2): s} = / —ery (1.16)

It is very pertinent to mention here in this connection that the Upadhyaya transform (see Upadhyaya
[36] and Upadhyaya et. al. [37]) till date is the most powerful generalization and unification of all
the various types of Laplace transforms introduced into the mathematics research literature by various
researchers worldwide during the past thirty years. The interested reader is referred by us to Upadhyaya
[36] and Upadhyaya et. al. [37] for further studies in this direction.

Definition 1.13. The Mellin transform of f(z) is defined as (see [3])
M{f(z):s}= / 27 f(2)dz (1.17)
0

Definition 1.14. Let f be a function belonging to #(R), then the fractional Fourier transform of f(x)
of order « is defined as (see [23])

Salf(x) : ] :/ ¢ f(a)da, w> 0, (1.18)
R
where, 0 < a < 1.

2 Definition of modified Hermite-type matrix polynomials and some prop-
erties

For 4 any complex number, if A and B are commutative matrices in CV*¥ | ;1A is a positive stable
matrix in CV*¥ satisfying condition (1.3) and B is a matrix in CV*¥ satisfying the condition (1.4),
we define a matrix version of the modified Hermite-type matrix polynomials by means of the matrix
generating function as follows:

tn .
F()"Q(:L‘,t; A, B;a,u) = E Hff‘,,f)p (x5 A,B;a,p,)—' = g\t VA= CBt , |t] < oo, (2.1)
n!

where a > 0 and a # 1, and m is a positive integer, m is the square root of the matrix A in the
sense of the functional matrix calculus /iA = exp(3 log(A)), and log denotes the principal branch
of the complex logarithm [5].

Expanding the exponential matrix function, we obtain

F(A( (x t A B a ’u ZZ( CBln( )) (Amln(a)M) P’ﬂ+mk' (2.2)

n=0 k=0 k'r( )

Using (1.1) and (2.2), we write

7

3

n—mk
o Lom] Bln(a))*(Azln(a A) p n
PO B = 33 PNV E

n=0 k=0

comparing the coefficients of ¢, we obtain a matrix version of the modified Hermite-type matrix
polynomials for %("_Tfnk) > —1:

[%] n—mk

HOO (22 4, Bra, 1) = Zn' —(Bn(a))*(\zln(a)ypuA) » (2.3)

n,m,p k'F(n mk +1)

Remark 2.1. We observe that on taking a = e, p =2, m=2,A=(=1and B =1 in (2.1), it
reduces to Hy 2(x; A, I;e,2) the Hermite-type matrix polynomials defined in [29,30].

Bulletin of Pure and Applied Sciences Section E - Mathematics € Statistics, Vol. 42 E, No. 1, January-June, 2023



Properties of modified Hermite-type matrix polynomials ... 9

Theorem 2.2. For u any complex number, let pA be a positive stable matriz in CN*N satisfying
condition (1.3), then we have the expansion of

[2e)

- (¢Bn(a
()\x In(a) ) Z (Cm)—mlgmH,%’f)mk’m’p(x,A,B;a,,u),iﬁ(np —mk) > —-1. (2.4)

Proof. By (2.1), we can write
Qe - S S CBI@) yovo (o 4 o, et (25)

and replacing n by np — mk in the right hand side of (2.5), we get

s (¢Bln(a)* g0

R (np — mk 5 1) o= mikamp (25 A B @ )t

by comparing the coefficients of ¢ in the above equation, we arrive at (2.4). O

Now, we give the summation formulas, multiplication and addition theorems for the modified Hermite-
type matrix polynomials in the following results:

Theorem 2.3. For commutative matrices B, D and B — D in CN*N satisfying the condition (1.4),
the modified Hermite-type matrix polynomials has the finite summation formula:
(2]

H (2, A, Bya, ) =nl ) (C(D = B)In(a))" HM), o (2,A,Dia,u), R(n —mk) > 1. (2.6)
k=0 k!T (n —mk + 1)

Proof. From (2.1), we have

P

ZH(A O (A Bya, ) L = gORP VAN | (C(D=B)™)
n,m ) ) ) n!

n
n!

= alc(>- BMZH%BP (e, 4, Dsa, 1)

— (¢(D — B)In(a))* _ (r.c n+mk
ZTFL(L (@, A, Dya, p)t

I
3
i
N

m

S (¢(D = B)In(a))* OO
n—mk,m,p
0 k!F(n —mk + 1>

M

(ZE, A7 D7 a, lu)tn
Ok

3
I

Comparing the coefficients of t" in the above equation leads us to (2.6). O
Theorem 2.4. The modified Hermite-type matrix polynomials satisfy the multiplication formula:

2] ()\(a — l)wln(a)\/,uA> Hfl)‘ i; mp (T A, By a, )

(X,0) . — !
Hnmp(ax7A7Baa7/u‘) n: k'F(n—kp—i—l)

k=0

(2.7)

where o is constant.

nnnnnnnnnnn
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10 M. S. Metwally, S. Abo-Hasha and Karima Hamza

Proof. By (2.1) and (1.1), we have

Zoo Hn m, p(az A,Bsa,p)t" )\(ozfl)ztp\/,uA . a)\a:tp\/uAngtm
n=0 n! -
k

(,\(a—l)xln(a)m) H (2,4, Bia,p)yen ke

o0 oo
10 2kes0 Tinl

k
(2] <)\(a—l)z ln(a)\/pA> HXNO (z,A,Bja,pu)t"

n—kp,m,p

E =0 Zk 0 kT (n—kp+1)

On comparing the coefficients of t™ from both sides of the above equation we get (2.7). O

Theorem 2.5. For commutative matrices B, D and B 4+ D in CN*V satisfying the condition (1.4),
the finite summation formula for the modified Hermite-type matriz polynomials is as below

H9, (o + B2, A, B + D;a, p)
'i HN (a2, A, Bra, ) HOYS) (B, A, Dsa, ) )
- Kl(n — k)! ’ (2.8)

where o and B are constants.

Proof. Using (1.2), we consider the series

A,
B (awADia ) HINS (82,4,Bia,0)t"
0 Ek 0 El(n—Fk)!

s A,
HO (0w, A Bia, ) HONS) (82,4, Dsa )"tk

= ZZ‘LO Z:o:o — k!kﬁ!

— MOw+BVEA-((BEDN™ _ 5o HNS, (aw+B2,A, B+ Dia,pu)t™

n=0 n! ’

in which by comparing the coefficients of t", we get (2.8). O

Theorem 2.6. The modified Hermite-type matrix polynomials satisfy the addition formulas:

21, .
An(a)yv/pA
Hw ) (x+y, A, Bya, p) = n! —yr((n _;k)ﬁi)k), HN (@A, Bya, 1), R(n — kp) > -1, (2.9)
k=0 ’

[n

z In(a)v/pA)
HNE (25 A, Bsa, i) = (en(@Vid)® oo S A, Bsa, ), R(n—kp) > —1,  (2.10
n,m,p (SU, ’ 7a7l$) prd F(')’L pk)+ 1)k' n— pkmp(xa I 7a7u)7 (TL p) > ’ ( )

and
[]

nBIn(a)® o,
H,(L)\,,,gzm(m A B a ‘LL = TL'Z mHﬁigkymyp(x;A,B;a,ﬂ),%(TL — mk)) > —1. (211)

Proof. Rewrite (2.1) in the form

n

q SB" — gtV ZHfL)‘,,f)p (z, A, B;a,b, 1/)
n!
then replacing = by y in it gives
_¢Bt™ _ /A t"
a~SBt" — g vt” ZHﬁﬁny’)p y, A, B;a,b, 1/)—'.
n!
On comparing the last two equations, we get
oo
VP VA " tn
=)t ‘LAE:H,(LA ©) »(z, A, B;a,b, 1/)—' = ZHT(L’\,,f)p(y,A,B;a, b, 1/)—'. (2.12)
n! n!

n=0 n=0

nnnnnnnnnnn
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Properties of modified Hermite-type matrix polynomials ... 11

Further, on expanding exponential matrix function in (2.12), we get

[ee] [e'e] k k
a n
55 U (M@ A) H A Bra

n

> t
=Y H (0, A Bia, )

= (2.13)

Replacing n by n — pk and comparing the coefficients of ¢t" in (2.13), we get

[

— k k
! (éy—ipki'k' <>\ In(a)/ 1 A) Hﬁf:g;ﬁm‘p(x, A, B;a, i)
Pt k!

=3

3

Now by replacing y by y + « in (2.14) we get the addition formula (2.9). Also we have

o n
§ : (A+v,0) (... . L (A +v)atPpA—¢Bt™
nonn,m,p (vavaamu) n| =a

oo

_cBt™ t"
— auztl”,/MAaAzti”,/MA ¢Bt™ _ aVth«/uA 2 :H')S),\';yg,)p(x, A,B;a, M)E
n=0 :

(vzIn(a)tP/uA)*

g
A, . .
Héyé?p(‘r,A,B,a,ﬂ)a k!

v
NgE

3
I
<)
B
I
o

T ANk
H()\,C) (x;A,B;a,u) (llﬂ?ln(a) MA) tn+pk

P nlk!

Il
1M
7 1M

sl

(vz 1n(a)\/ﬂ)kH<A,c>

(n—pk)lkl ~ n—pkmp

M

(x; A, B;a, p)t", (2.15)
0

x

n =0

by comparing the coefficients of t", we get the required result in (2.10). Similarly we have

(oo} n
§ :H(’\’C"'")(a:'A B:a M)L — a)\gctl"«/TA—(g‘-&-n)Btm
n,m,p ) ) ) Wy ’I’L'

n=0

o mm _m o t

P PGB S O (114, B )
n=0 :

t" (—=nBt™ In(a))*

n! k!

Q

HE) (23 A, B a, p)

M
gk

3
Il
<}
x>
I
o

%H}ﬁé?p(mv A, B;a, M)tn+mk

M
L

3
I
<)
e
I
— o

e

(=nBIn(a))* .0

(n _ mk)'k' n—mk,m,p(x;AvB;C% /J')tnz (216)

M

0

N

n =0

by comparing the coefficients of ", we get the required result of (2.11). O

Theorem 2.7. The modified Hermite-type matriz polynomials have the following differential represen-
tation :

| —¢(BAVRA)T™ gm
HGS) (w3 A, Bra, ) = 2R (SRS 87 (o n(a) /)™ (2.17)

n!

nnnnnnnnnnn
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Proof. We observe that

a(%d{m QAP VEA) _ i —¢Bln(a))"(AV/uA)~™m™ dmn oAt Vi A)
n!( ln (a))mn dxm"

(—¢Bln(a))™ t™"? GOt VA _ Z GOt VEA—CBET)
n! o

M

3
Il
o

"X (z; A, B;a, p) t"?

np,mp,p

Mg

L HO) (@ A, Bra,p) 7 =

! empp

M

. np)

Il
=}

n

Thus, the identification of the coefficients of t"” on both sides gives (2.17). O

n

Some recurrence matrix relations have been deduced for the modified Hermite-type matrix polynomials.
At first, we record the following theorem.

Theorem 2.8. The modified Hermite-type matriz polynomials Hy(l ;éfp (z; A, B; a, u) satisfy the following
relations:

3 (An(a)vpA)*n! o) n
e ’ 1A, B; ; <s<|[— 2.1

8 n m,p(x A B a, ) F(n —sp 4 1) Hn—sp,m,p(:v’ , Dja, /l), 0 SIS [p]7 ( 8)
9° a0 (zIn(a)v/pA)’n! 0 n

H ; A, B; =-—"——""—H7" s A, B; ; 0<s< [— 2.19
BAS nmp($7 ’ 7017/'1/) P(n—5p+1) nfsp,m,p(x7 ) 7a7M)7 S8 [p]7 ( )
o° (=Bln(a))’n! n

HNE (25 A, Bsa, p) = ~—— 2 M) s A, Bya,p); 0<s<[— 2.20
8<S nm,p(m7 ) ,a,,u) F(?’L*’/}’LS#’I) n—ms,m,p(m7 ) 70’7/1/)7 S8 [m]ﬂ ( )

and

0° (0 (AzIn(a)v/uA)n! (a0
HNO (23 A, Bya, ) = g™
n,m,p(x’ ) 7047“) (2M)SF(7L sp 1) n—sp,m,p

ou® (x; A, Bya,p); 0<s S[ ] (2.21)

Proof. Differentiating the identity (2.1) with respect to x yields

n

(A" In(a)/pA) o VEAZCBT < Z B Hé*é)p<x;A,B;a,u>%. (2.22)

n=0
From (2.1) and (2.22), we have

n

t
(A n(a ,uA ZH,?‘WQP (z; A, B;a ,u Z p ,(L)‘,,f)p (z; A,B;a,,u)ﬁ

Hence, by identifying the coefficients in ¢", it follows that

/ !
4 H,(L>‘7,§ (z; A, Bya,u) = MHT(:\,OWL (z; A, Bya,u); n>p. (2.23)
Oz (n—p)! PP
The iteration of (2.23), for 0 < s < [2], implies (2.18). The proofs of (2.19), (2.20) and (2.21) are
similar to that of (2.18). O

The following corollary is a consequence of Theorem 2.7.

Corollary 2.9. The Modified Hermite-type matriz polynomials Hr(zf‘;,f,)p (z; A, B;a, p) satisfy the follow-
ing relations:

om or

(Bin(a))? J HONE), (a3 A, B ) = (<17 (M) Vi)™ S BN, (a3 A, Brap) =0, (220
om or

(Bin(a))” 5o B, (o A, Bra ) — (1) () Vi) " o BN, (@5 A, Brap) =0, (225)
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Properties of modified Hermite-type matrix polynomials ... 13

a™ Az In(a)v/pA ., O
(Bln(a) 5= fﬁﬁﬂnABmwo—FDW——%%ﬁ¥)agﬂﬁﬁAmABWJOZQ (2.26)
9" o0 m 9" o0
T WHn m,p(x;AvB;ahu‘) A WHn m,p(x;AvB;amu‘) :Ov (227)
(5" s HN a3 A, B, ) = S HEGE, (w3 A, B ) = (229
and
zym 9" Lo 9" o0
(QM) Fg Hromop(@3 A, Bia, p) — o A Hy n (23 A, Bya, p) = 0. (2:29)
Proof. Using (2.18), (2.19), (2.20) and (2.21) the proof follows immediately. O

Theorem 2.10. Let A and B be commutative matrices in CN*N . For any complex number u let pA be
a positive stable matriz in CN*N satisfying the condition (1.3) and B be a matriz in CN*Y satisfying
the condition (1.4), then we have

HOO, (3 A, Bya, ) =(n — 1) [ ARROVEAF00 (004 Bra,p)

(n—p)! nopmep
m¢BIn(a) . (x¢)
- manm,m,p(‘r; A, Bja,p)|,n > m,n > p. (2.30)

Proof. Differentiating the identity (2.1) with respect to ¢ yields
O RO (2,4, A, Bra, p) = (apt”*\/pAln(a) — m¢ B In(a))a =t ViA-cBe"

ot P
Z H.5, (@ A, Bsa, p)

n—1
(n—1)1"
Therefore F,(f‘,f)p (z,t; A, B; a, u) satisfies the matrix partial differential equation

Y] Y]
9 — AtP uAln(a)8 pramie 0

(Azpt?'\/pnAln(a) — m¢Bt™ ' In(a))
Hence we have

S VA g0 (04, Bra, )" = Xapy/iA n(a)

1
- (A,€) gntp—l
(=) nonip H (z; A, B;a, p)t

n,m
,n P

Mg

n=1

—m(Bln(a }j— H (x5 A, Bya, )™ ™Y,

in which by identifying the coefficients of 7?71, we obtain
)\\//J,A 111( ) (\,0) Al‘pv I'LA ln( ) (N0 . .

(’I’L—l)! I_Inm,p(:lj A B a, ) Ta Hn m,p(va Byamu‘)

B m¢Bln(a) 9 (A0)

m& nferp,m,p(‘T;A?B;a’p’)'

Then for n > m and n > p, it follows that

ﬁH’% (254, Bya, p) = i:aﬂHnAng?p(m;AB;a,u)
m¢{B(A/pA
T e i A, B ), )
Using (2.23) and (2.31), we get (2.30). 0
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14 M. S. Metwally, S. Abo-Hasha and Karima Hamza

3 Fractional integrals and derivatives for the modified Hermite-type ma-
trix polynomials

In this section we obtain the fractional integrals and fractional derivatives for the modified Hermite-type
matrix polynomials HT(L?T’,%,);, (z, A, B;a, ).

By using the definitions of fractional integrals and fractional derivatives given above, we now state
and prove a number of theorems concerning the Modified Hermite-type matrix polynomials in the
succeeding theorems:

Theorem 3.1. The modified Hermite-type matrixz polynomials satisfy the interesting formula:

K =g (o))

(n+1)py
x HYS), 0 0@, A Bya, ), n+pv > 0, (3.1)
and
vino y _(=BIn(@)™ o0 .
]I({Hn,m,p} —W H’n+ml/,m,p(x7 A, B7 a, /,(,)7 n + mv Z 0. (3.2)
Proof. From (2.3) and (1.9), we have
1 A
HK{Hr(L)\';rg>p} = 7/ ()‘7t)yilH'ELtyTgl>p(m7A7B;a7l‘L)dt
o '(v) Jo o
n—mk

[2] (—=¢Bln(a))* (:v 1n(a)\/m)

k=0 k!F(”‘Tj”’“ + 1)

Putting t = A, dt = Mdu, t =0, u=0and t = A\, u =1, we get

n! /A L n—mk
_ A=) dt
) , A0

1‘(1/)r<’”‘—7"”c +1

>\ n—mek n—mek )
/ A= ) T d = AT ,
° )

F(y+"*Tj”’“+1

and we can write

n—mk
P

(242) (~(B1n(a))* (w ln(“)m>
K{HND =nt >

n—mk
r

At

k=0 kJ'F<V+ nfpmk + 1)
(m In(a)v/1 A>
a (n+ 1)pu H”(l/}‘;il,m,p(wvA7B§a, llz)7

which gives (3.1). Also we have

<
]IZ{HT(LA’;Yg)p} = L/ (C - t)y_lHT(LA';rtL)p(zaA7B; a,,u)dt
o L'(v) Jo o

(2] (—Bln(a))k<x\xln(a)\/ﬂ>

n!
F(V) k=0 k!r\(nfgnk + 1)

n—mk
p

/ ((c — )"~ at.
0

nnnnnnnnnnn
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Properties of modified Hermite-type matrix polynomials ... 15

Putting t = u, dt = (du, t =0, u =0and t = (, u =1, we get
¢ T(W)T(k+ 1)
—t) MR = M
/o (€= ¢ Mk+v+1)

Hence, we have

n—mk
P

I{HDS, Y = n!

n,m,p

Cu+k

(2] (—Bln(a))k<)\:c 1n(a)m>

k=0 F(k+y+1)r<”*7m’“+1)

n+mv—mk
P

[2tmr) (—¢Bln(a))” ()\x 1n(a)\/m>

k=0 k!r\(n+mu—mk + 1)

P

= (—Bln(a))™" n!

—Bln(a))™ .,
= ((,,,L+7:(l)))H£L+2u,m,p(xv A,B;CL,/,L),

which gives (3.2). O

Theorem 3.2. The modified Hermite-type matrixz polynomials have the left-sided operator of Riemann-
Liouville fractional integral

IS {HOE (2, A, Bya,p)} = (x In(a)/z A)
T (n + 1)pa
x HOW) (2, A, Bya, p), n+pa >0, (3-3)

and

—B1 e _
bH?{Hfo‘,f?p(x,A7B;a7u)} = % H,(L/:L’,Emé)m’p(nA,B;a, w), n+ma > 0. (3.4)
mp

Proof. Using (2.3) in the right hand side of (1.10), we have

A
b]Ig\l{H'EL?\VE,bISO (37, Aa B; a, ,LL)} = % / (A - t)ailHﬁi:ﬂbq’P(> ($, Aa B; a, :u)dt
@) Jy

n—mk
P

(2] (~¢Bln(a))* (x 1n(a)m>

k=0 kT (—"—pmk + 1)

Puttingu ==t t—b=(\—-bu,dt=(\N—-b)du,t =b,u=0and t =\, u = 1, we get

mk

A e
/()\—t)o‘_l(t—b) » o dt.
b

F@)F(”*Tj"k + 1)

F(a+"%”’“+1)

n—mk
P

n—mk

/A()\ SO =) T A= (A — b)*T
b

and we can write

(2] (—¢BIn(a))* (:r ln(a)\//LA)
IS {H 5 (2, A, Bra, p)} = !

k=0 kT (a + nomk oy 1)
. (x In(a)v/p A)
x(A=b*t = HO 0O (3 A, Bsa, p).

(n + 1)pa n+pa,m,p

nnnnnnnnnnn
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16 M. S. Metwally, S. Abo-Hasha and Karima Hamza

Thus, we get the desired result (3.3). Also we have

¢
bH?{HT(L),\';rg,;b) (23, A7 B; a, /JJ)} = % / (C - t)ailHr(L),\'r’:L;b)(xa A7 B; a, /‘L)dt
@) Jy
n—mk

(2] (fBln(a))k(/\x 1n(a)\/m)

k=0 k!F(”‘Tf”k + 1)

Puttinguz2;_?),t—b:((—b)u7dt:(C—b)dut:b,uZOandtz(,uzl,weget

_nl ¢ _pna=lg Nk
- /b (¢ — £)° (¢t — b)"dt.

¢ a1 nemk - gye kD(a)l'(k+1)
J A R e e R Y

and we can write

n—mk

(2] (=Bln(a))* ()\m 1n(a)\/m)

IE{HN Y (@, A, Bya, )} =l > (C—b)***
k=0 F(a+k+1)F(”*Tj"’“+1)
(=BIn(a))"" L n¢-b)
= —H"7 A, B; .
(n + 1)mo¢ n+mo¢,m,p(m7 ) 3, N’)
Thus, we get the desired result (3.4). O

Theorem 3.3. For the modified Hermite-type matriz polynomials we have the formula

—a

O 0 A B} = i (o))
Y (” + Dpa
X H\ oS p (@, A Bsa, u), n+pa >0, (3.5)
and
EAH) @A B} = TN HOTO @A B nma =0 (30)
n ma o
Proof. With the help of (1.11) and (2.3), we obtain (3.5) and (3.6). O

Theorem 3.4. The Weyl integral of the modified Hermite-type matriz polynomials of order o satisfy
the interesting formula

o - -
WEAHEE 0 A, Bia. ) = S (e Vi A)
pa
) HOS) (2, A, Bya, ), n+pa > 0, (3.7)

n+pa,m,p

and

-1)*(—-B1 -«
CW;{Héf‘;,f?p(x,A,B;a, w}= ( )(’I’(L n 1)n(a)) Hflifrza’m’p(x,A,B;a,u), n+ma>0. (3.8)

Proof. From (2.3) and (1.12), we have

1 it -

n—mk
p

(2] (—=¢Bln(a))* (m 1n(a)m>

k=0 k!F(—"*p’”k + 1)

n! /°° a1, n=mk
(@) , BN
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Properties of modified Hermite-type matrix polynomials ... 17

Puttingu:%,t:%,dt:—u%du,t:oo,u:()andt:/\,uzl,weget
oo n—m nmr ['()D(ZE=2 _ ¢
/ (t—A)“*ltdet:>\°‘+ T (@) (mk{n )

\ =)

n—mk

(D) AT T (@)l (2mE 4 1)
[(2=28 fa+1)

and we get

n—mk
P

(2] (—=¢Bln(a))* (az 1n(a)m)
AWSEAHn,mp} = n! Z
k=0 kT <a + nomk oy 1)

n—mk
+ p

)\[X

(-1)° (:r 1n(a)\/m> N (X0

(n+ 1)pa n+pa,m,p(

:E, A7 B; a7 M)'
which gives (3.7). Similarly, we have

1 e _
CW;{HfL),\';rg,)p = TQ) /C (t - C)ﬂﬂ IH’SL?%?P(:C?A? B7 a, /L)dt
n—mk

B (—Bln(a))k<)\xln(a)\/ﬂ)

n.

= T - oM,
) = k!r(—”*p’”k+1> /< o

Puttinguz%,t:%,dtz—%du,t=oo,u=0andt=§,u:1,weget

/Oo(t - C)a—ltkdt _ (=1)*¢T* D () (k + 1)
¢

Fk+a+1)
and we get
n—mk
(2] (—Bln(a))* <)\ac ln(a)\/pA>
WEAHnmp} =0l cotk
k=0 F<a+k+1)r<"%’“€+1>
(=D*(=Bn(a))"" 0
= H A, B; .
(TL + 1)ma n+mo¢,m,p($7 ’ 3 ay M)
which gives (3.8). O

Theorem 3.5. Let o € C, Re(a) > 0 and n = [Re(e)] + 1, D¢ be the right sided Riemann-Liouville
fractional derivative. Then for the modified Hermite-type matriz polynomials holds the formula

ZDELHEAO (@, A, Bia, p)} = L”) (x In(a)v/7 A)

I'(n+1-pa

x HENS), (2, A, Bia,p), n— pa > 0, (3.9)
and
B I'(n+1)
D> H(%C <) A. B: - \"T) (Bl a
( c{ n,m,p (‘Tﬂ b 7a7u)} F(ﬂ+1 —moc)( n(a))
X H;&';L_szn’p(x, A,B;a, ), n—ma > 0. (3.10)
*
*MEELAS
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18 M. S. Metwally, S. Abo-Hasha and Karima Hamza

Proof. Using (2.3) and (1.14) we have

§

[ 7n
AD?{Hr(LC,;L?};Q(IE, A, B;a, u)} n Z —(B ln( ))
n Oé k,ll"(n mk +1>

n—mh n—mk
) 0N [ e
X (mln(a) MA) (8)\> /)\ (= na—mri dt.

Putting u = &= /\,c—t—( —Au,dt=—(c—=Ndu,t=c,u=0and t =\, u=1, we get

n—mk

/: ((tc__;;iafmdt -~ /:(c ) T (c= A= (c— )"t
I'(n-— oz)I‘("fff"]C + 1)

F(n—&—"‘Tf’Lk—a—i—l)

n—mk

_ (C _ )\)n—a+

and we can write

©DS{HS N (@, A, Bia, p)}

n—mk
p

(2] (—CBln(a))* (a: 1n(a)\/,TA>

o k=0 k!F(l —a+ %ﬁ) v
) (a: 1n(a)m) ar(n +1)

H<C7A,C) ("I;7 A7B;a7 /’L)?

n—po,m,p

F(n—pa+1>

which gives (3.9). Also we have

n—mk

(—1)" (2] (—Bln(a))* <)\x1n(a)\/ﬂ>
CDO‘{HnAnipO(x A, Bsa ,u) nn_a Z

=0 k!F("*Tf"’H—l)
ON" ¢ (c—t)F
: (%) /< - g

Putting u = gzz,c—t:(c—()u, dt=—(c—Qdu,t=c,u=0and t=¢, u=1, we get

I'(n—a)l (k + 1)

F(n—a+k+1)

cﬂ o CC_ k c—C—(c— n—a—1g, c— n—a+k
/g(t—C)“ ey 0t = /C( ) (c=C=(c=t))"" " dt = (c =)

Hence, we can write

(DH{HN ) (2, A, Bya, )}

n—mk

(2] (—Bln(a))* ()\x 1n(a)m>
=nly
k=0 F(k—a+1)r<"—TM +1)

_Bl or 1
:( n(a)) (n-l— )HO‘C Q) (z, A, B;a,p),

n—mao,m,p
F(n+1fma)

(c—Q)F "
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Properties of modified Hermite-type matrix polynomials ... 19

which is the desired result (3.10). O

Theorem 3.6. The left-sided operator of Riemann-Liouville fractional derivative for Modified Hermite-
type matrix polynomials satisfy the interesting formula

DS (HE oA, B} = o (o) VA )

(n+1-pa
(A=b,0) .
X H. oo (@, Ay Bya, p), n—pa >0, (3.11)
and
_ I'n+1)
« (X, ¢—b) . _ _ «
bDC {Hn,m,p (.’IL‘, Av 37 a, M)} - F(TL 11— ma)( Bln(a))
X Hy_’fnj’ln,p(x, A,B;a,p),n —ma > 0. (3.12)
Proof. With the help of (1.13) and (2.3), one can obtain (3.11) and (3.12). O

Theorem 3.7. The Weyl fractional derivative of the modified Hermite-type matriz polynomials of order
« satisfy the interesting formula

ADE{HS (2, A, B a, 1)} = (—n)pa (x In(a)y/p A) HM) (@, A, Ba,p), n—pa >0, (3.13)
and

(DSAHD (2, A, Ba, 1)} = (=n)ma (~BIn(a)™ HY ), (2, A, Bra, p)in —ma > 0. (3.14)

n—mao,m,p

Proof. Using (2.3) and (1.15) we have

n—mk
p

m L] (—CBln(a))%wln(a)M)
@) kZ:O kD (”*Tm’“ + 1)

a (0 , _ ni(=1)
)\Doo{Hn,m,p(xaAvaayl"’)} - F(m_

n—mk
AN [ ot
X<ﬁ) It

,t:%,dt:fu%du,t:oo,u:Oandt:/\,uzl,weget

s[>

Putting u =

n—mk F(m—oz)F<o¢—m—i—M

o t » P ) m_a+7z—nzk
dt = A P
/)\ (t - A)a—m+l F(mk7n>
p

(=1)*"™I'(m — a)r<”—Tj"k + 1)

n—mk

Amfoﬂ»

T
and we can write

(1) ln(a)\/pT>aF(n—|— 1)
HN (@, A Bra, ),

AD?O{HT(ST;’%?P(‘T7A7B7G’7 lu’)} = n—ap,m,p
F(n — pa+ 1)
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20 M. S. Metwally, S. Abo-Hasha and Karima Hamza

which gives (3.13). Similarly, we have

n—mk
n' ym (2] (-~Bln(a))* <)\a: ln(a)\/MA)
¢DSAHS), (, A, Bia, p)} = o) Z
=0 k!r(w + 1)
P
a )'m /oo tk;
X | = ————dt.
(3C ¢ (=)ot
Putting u = %,t: %, dt:—%dmt:oo,uZOandt:Qu:Lweget
- & (D) "I(m—-a)'(k+1
/ t dt — C'mfoﬂ»k
¢ (t _ A)a—m-kl
I'fk+m—-—a+1
Hence, we obtain
—-1)* (=Bl T
DHS, 0 A, Bra ) = CLCEROTOED yoo 4, o),
F(n —ma + 1)
which is the desired result of (3.14). O

4 Laplace, Mellin and Fractional Fourier transforms of the Modified Hermite-
type matrix polynomials

Theorem 4.1. The Laplace transform of the modified Hermite-type matrix polynomials is as follows :

E{H (55 A, Bsa, 1) - s} = (““(“)@l’j LOAY o B WBA) 7y

A7 (In(a))?

Proof. Taking the Laplace transform of the Modified Hermite-type matrix polynomials, we have

L P+ 1)(—¢Bn(a))* (A In(a) /a ) =5 i
kID(2=mE 1) '

L{H (23 A, Bya, p) « s} :/ e
0 k=0

Putting sz = u, do = ds—“,m:O,u:Oandx:oo,u:oo,weget
n—mk

A, Oofuunmkl"nl Bln(a Aln(a A u
£ P4, B )~ SR i (2) P Hesm o o

n—mk
du) I'(n+1)(—¢B ln(a)) (AMn(a)v/pA) P ]
pIn (= mk )

[7] 1 %o L —uy,
=3, [W(fo €

n—mk
_ D(nt+ (2= 41)(—¢B () (Aln(a)VEA) P
Zk 0 n pmk+ ) k[r\(ﬂf’rnk +1)

(B s o (\/;TA>
N (In(a)) o

. v\s
-

- W“(a)@lf NGES VI
S

Thus, we get the desired result (4.1). It is worth mentioning here that this result of Theorem 4.1 can
be further generalized by employing the properties of the Upadhyaya transform (see, Upadhyaya [36]),
which we propose to do in a future communication of ours. O

Theorem 4.2. The Mellin transform of the modified Hermite-type matrix polynomials is given by :

nnnnnnnnnnn
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Properties of modified Hermite-type matrix polynomials ... 21

(AMn(a )\/71)% T(n+ 1)I(2 +s)
(s + D0k +1)

x oFi[ 1, —%; — st (=¢BIn(a))™ (Aln(a)y/pA) "t ]. (4.2)

M{e " HM (23 A, Bya,p) : s} =

Proof. Taking the Mellin transform of the Modified Hermite-type matrix polynomials, we have

n—mk

—x A, ::L I'(n+1 Bln(a Aln(a)VpA o s—1_-—=z n—_mk
M{e HY C)(317;14,B;a,,u) sh=>um (nt1)(=¢ qu()") 5"’“+<1)) ud) P oz le=® 2™ 7 dx
n—mk
_ sl D(n+1)D(2= 4 5)(—¢BIn(a))* (A In(a) VaA) P
=27 k!F(n—pmk+1>
Since we have
mk mhk
F(n—mk+1) (1) » T(;+1) F(n—mk+s) (1) » I'(% + ) 1) D(2E +1)
= — , = s mk = ——,—~ -
() v (CEFs—D)m "% )
Hence we can write
M{esz,(LA’O(x;A,B;a,u) i s}
n n p mk —mk
M@V B TPz 4 (2] Dme (3 me (CBI@)7) % (Mn(a)ViA) 7
- D(5+DI(k+1) mk—o (N (= (2 +s=1)) mk
P

Let mTk’ = r, then we obtain

M{e ™ H{M (w; A, Bsa, ) : s}

(Aln(a>r)P T D2 48) 2] () (= 2)r((~CBIn(a) )" (A n(a) VAA) "
F( Lt +1)C(k+1) E'r:O (= ( L1 s—1)),

(AMn(a)VEA) P T(n+1)1 (2 +s) e on » _
T(Z+DT(R+D) - 2F1[1, =25 =2 — s+ L;(=(BIn(a))™ (Aln(a)v/pA) t

which is the desired result (4.2). O
Theorem 4.3. Fractional Fourier transform of the modified Hermite-type matrix polynomials for x < 0
is given by:
Su| HO (2 A, Bya, 1) ] = (iwa )" (=A(iw=)"" In(a)y/pA)? T(n+1)
—(B(VpA) "7
x exp( : AC ( LL“ ) prr— ). (4.3)
(A(iwa)=1) 7 (In(a)) »

Proof.

% A memk o
Sl HT(LA,C)(I; A, B:a, 1) Z I(n+1)( CBlln(:Z)mIEA In(a)y/uA) » / P ko
L RID(=k 1) .

Putting t = fiwéx, dt = fz'w%dx, x=—0o,t=o00and x =0,t=0, we get

n—mk
S HO (0 4, Bia,u) | = Sl ml T(n+1)(~¢BIn@)* (A In(a) VEA) P [ et (—t )’Tk _dt_

kT (2=mE ) 0 iww iwa
n—mk 7(n—7nk+1) 1 7(n—7nk+1)

2] T+ (=¢BIn(a)* (=M In(a)viA) P (i) » (wa) » r(n=mkyy)

= Zk:() MF(H—pWLk +1)

m

= (iw*)"L (=A(iw®)" In(a)VEA)? T(n+1) exp( —pSBNED P
(AGwa)=H) 7 (n(a)) 7

nnnnnnnnnnn
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Special case: For a = 1, the result shows the conventional Fourier transform

SLHN (5 A, Bia, )] = (i)™ (=\(iw) ™" n(a)y/ud )¥ T(n+1) eap( ——— )1

5 Definitions of the Modified Chebyshev’s-type, the Modified Legendre’s-
type and the Modified Hermite-Hermite-type matrix polynomials

In this section, we introduce a matrix version of the Modified Chebyshev polynomials and investigate
its proof.

Theorem 5.1. Let A and B be commutative matrices in C¥*N . For any complex number p and let 1A
be a positive stable matriz in CN*N satisfying the condition (1.3) and B be a matriz in CN*N satisfying
the condition (1.4), then the Modified Chebyshev-type matriz polynomials of second, third and first kinds
are given respectively by modifying the integral transforms involving the Modified Hermite-type matrix
polynomials as:

1 h n m—
Uy (x; A, Bia, p) = ﬁ/ et HON, (ot ™ A, By a, p))dt, (5.1)
- JO
—1 o
TN (23 A, B a, p) = % Vf)f‘)/ e tE TV HNO (ot A, Bra,p))dt, n> 1, (5.2)
: 0
where T()‘ O (73 A, By a,p) = 0 and
1 A s
WS (2 A, Bia, ) = % I)’j)/ R NG (ot A, Bra,p))dt. (5.3)
: 0
Proof. Using (1.8), (2.3) and (5.1), we have
U (@ A, Bya, ) = & [2° et HOG ) (at ™55 A, Bs a, ) dt

n—mk
1 2] ni(—B@) e ln()VEA) P oo —t no(mopk
= i 2Kt (I ) [Pett v dt

n—mk
JNES (7g31n(a>)kr<"*<’";7*”)’“+1)(m1n<a)\/m) P
= Zk:o k!F(7L7£,Lk+1>

Hence, the Modified Chebyshev-type matrix polynomials of the second kind can be defined by

[ﬂ] n—mk
m

1 kp(n=(m=-p)k 1 1"
Ur(f\nf)p(x A, B;a, p) :Z (=¢BlIn(a))"I'( k';(T”;::)_(f‘)x n(a)y/pA)

In a similar way, we define the Modified Chebyshev-type matrix polynomials of the first kind as follows
in the form

[L] n—(m—p)k n_mk
m, (—(Bln — L) Az n(a)vpA
TS, (@5 A, Bsa, 1) = n(An(a)vvA) " ()T eV T,
= KD (== + 1)
and the Modified Chebyshev-type matrix polynomials of the third kind in the form
n n—(m— n—mk
o) (AMn(a)voA) 2 (—CBIn(a)*T(“==2E 4 9)(\zIn(a)y/uA)
Wn,'r,n,p(m§A7B§a7lj’) = 1 ) n—mk y > —1.
Hence the proof is completed. O
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Remark 5.2. On taking a = e, p =2, m =2, A = ¢ =1and B = I in (5.1) it reduces to

ffnf)p (z; A, B;a, p), the Chebyshev-type matrix polynomials defined in [14].

Here, we introduce a matrix version of the Modified Legendre-type polynomials and investigate its
proof.

Theorem 5.3. Let A and B be commutative matrices in CN*N . For any complex number 11 let 1A be a
positive stable matriz in CV*N satisfying the condition (1.3) and B be a matriz in CV >V satisfying the
condition (1.4), then the Modified Legendre-type matriz polynomials are given by modifying the integral
transforms involving modified Hermite-type matrix polynomials as:

n

2 > _42.n
P'r(L:\?;f,);)(x;A:B;av :u/) = 7 / e t2tpH'r(z/,\';r§,)p(xt;A7B;a7 N)dt (54)
nlvm Jo

Proof. From (1.8) and (2.3), we can write

co ¢, A,
#fo € tt”H'r(L,'ng,)p(wt;AvB;avﬂ)dt

n—mk

_ 2 ylml (=¢BIn@)*Ozin(a)vpA) » oo 2, 2nomb
—\/;Zk:() k!F(n_pmk+1) fo e t p dt

n—mk
(2] (—¢BIn(a)FT(2=mE 4 1) Az In(a)VEA) P

= ZkZO Zn—mk

2 D k!F(n—pmk+l)F(2n;;71k)

Hence, the Modified Legendre-type matrix polynomials can be defined by

L) (¢BIn(a))*T(22=mE 4 1) (Az In(a) VEA) "7
pA) e
P (@i A, Bia,p) = ) T — P— :
= 25 hID(2=mmk 4 1)[(2smk)

or,

n—mk

(] (—CB]H(G))k(%)2n2—pmk (AzIn(a)\/pA) 7

P()"Op(x'A Bja,p) = E
n,m, ) 44y ) n—mk
L KIT(2=E 1)

Remark 5.4. On taking a = e, p =2, m =2, A= =1and B = I in (5.4) it reduces to

P,S)‘mC)p (z; A, B;a, u), the Legendre-type matrix polynomials defined in [26,27].

In terms of H,(LA,,f)p (z; A, B;a, p), the Modified Hermite-Hermite-type matrix polynomials can be written
as

(2] K n—mk 7 (0)
(—¢Bln(a))*(VuA) H, o0 o o (@5 A, B as )

H()\,C) - A. B: — l§ n—mp,m.p

H n,m,p(a:7 , Dbja, ,LL) n kl(n _ mk)l

k=0

(5.5)

nnnnnnnnnnn
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Proof. Using (2.1), we have

Gt (VERPHL (B (VEA) " +T) _ Aat? (VEAP T —CBUVEA)™ | ~CB™

(VA" N/ pA)" (=CB)" (@)™ npmr  —cBem

nlr!

M
gk

3
Il
<}
3
Il
<}

(VEA)" (=¢BIn(a))" Qav/pAln(@) "7 .\ _cpen
L(m=mr + 1rl

W

0

M

0

VIA)" H i (@3 A, Bia,p) g (<¢BIn(a)) e
n! Z k!

3
Il
<}
3
I

M

k=0

3
I
o

O (B @) (VuA) R @5 A Bra )

n—mk,m,p

kl(n — mk)!

tﬂﬂg

k=0

3
Il
o

n

t
A
H’r(z é)p(x;A7B;a7 /’L)ﬁ

o

n=0

By comparing the coefficients of t", we get (5.5). O

Remark 5.5. On taking a = e, = 2,m = 2,A = ( =1 and B =T

(X€)

in (5.5) it reduces to
g Hy mp(x; A, B;a, p), the Hermite-Hermite-type matrix polynomials defined in [18].

6 Concluding Remarks

In this paper we explored certain properties of the Modified Hermite-type matrix polynomials and
showed their relationship to the other similar matrix polynomials existing in the literature.

Acknowledgments The authors express their heart felt gratitude to the referees and the Editor-
in-Chief of this journal for their valuable critical comments which have upgraded the content of this

paper.
References

[1] Ahmed, S. and Khan, M.A. (2014). A note on the polynomials H\" (z), Society for Special
Functions and their Applications, 13, 62—69.

[2] Altin, A. and Cekim, B. (2012). Generating matrix functions for Chebyshev matrix polynomials
of the second kind, Hacettepe Journal of Mathematics and Statistics, 41(1), 25-32.

[3] Bertrand, J., Bertrand, P. and Ovarlez, J. (2000). The Mellin transform, in The Transforms and
Applications Handbook, , 2°¢ edition, D. Alexander, Ed., CRC Press, Boca Raton,FL, USA.

[4] Debnath, L. and Bhatta, D. (2007). Integral Transforms and Their Applications, Chapman and
Hall CRC Press, Boca Raton,FL, USA.

[5] Dunford, N. and Schwartz, J. (1956). Linear Operators, Part I, Interscience, New York.

[6] Defez, E. and Joédar, L. (1998). Some applications of the Hermite matrix polynomials series
expansions, Journal of Computational and Applied Mathematics, 99(1-2), 105-117.

[7] Defez, E. and Jédar, L. (2002). Chebyshev matrix polynomails and second order matrix differ-
ential equations, Utilitas Mathematica, 61, 107-123.

[8] Ditkin, V. A. and Prudnikov, A.P. (1965). Integral Transform and Operational Calculus (English
Translation), Moscow, Pergaman Press, Oxford.

[9] Jodar, L. and Defez, E. (1998). On Hermite matrix polynomials and Hermite matrix functions,
Approzimation Theory and its Applications, 14(1), 36-48.

[10] Jédar, L. and Company, R. (1996). Hermite matrix polynomials and second order matrix differ-
ential equations, Approzimation Theory and its Applications, 12(2), 20-30.

Bulletin of Pure and Applied Sciences Section E - Mathematics € Statistics, Vol. 42 E, No. 1, January-June, 2023



Properties of modified Hermite-type matrix polynomials ... 25

[11]
[12]
[13]
[14]
[15]
[16]
[17]
18]
[19]
[20]

21]
22]

23]
[24]
25]
126]
[27]
28]
[29]

[30]

31]

32]
[33]
[34]

[35]

Jédar, L. and Cortés, J. C. (1998). Some properties of Gamma and Beta matrix functions, Applied
Mathematics Letters, 11(1), 89-93.

Jodar, L. and Cortés, J. C. (1998). On the hypergeometric matrix function, Journal of Compu-
tational and Applied Mathematics, 99, 205-217.

Jédar, L. and Cortés, J.C. (2000). Closed form general solution of the hypergeometric matrix
differential equation, Mathematical and Computer Modelling, 32, 1017-1028.

Kargin, L. and Kurt, V. (2015). Chebyshev-type matrix polynomials and integral transforms,
Hacettepe Journal of Mathematics and Statistics, 44(2), 341-350.

Khan, M. A., Khan, A.H. and Ahmad, N. (2011). A study of modified Hermite polynomials,
Pro Mathematica, 25, 49-50.

McBride, A.C. and Roach, G. F. (1985). Fractional Calculus, Research Notes in Mathematics,
Vol. 138, Pitman, Boston London Melbourne.

Metwally, M.S., Mohamed, M.T. and Shehata, A. (2009). Generalizations of two-index two-
variable Hermite matrix polynomials, Demonstratio Mathematica, 42, 687-701.

Metwally, M. S., Mohamed, M. T. and Shehata, A. (2008). On Hermite-Hermite matrix polyno-
mials, Mathematica Bohemica, 133, 421-434.

Metwally, M.S., Mohamed, M. T. and Shehata, A. (2015). On Chebyshev matrix polynomials,
matrix differential equations and their properties, Afrika Matematika, 26(5), 1037-1047.

Miller, K.S. and Ross, B. (1993). An Introduction to the Fractional Calculus and Fractional
Differential Equations, John Wiley and Sons, New York.

Oldham, K.B. and Spanier, J. (1974). The Fractional Calculus, Academic Press, USA.

Polya, G. and Szegd, G. (1976). Problems and Theorems in Analysis, Vol. I, Springer-Verlag, New
York.

Romero, L., Cerutti, R. and Luque, L. (2011). A new fractional Fourier transform and convolutions
products, International Journal of Pure and Applied Mathematics, 66, 397—408.

Sayyed, K. A.M., Metwally, M.S. and Batahan, R.S. (2003). On generalized Hermite matrix
polynomials, Electronic Journal of Linear Algebra, 10, 272-279.

Shehata, A. (2015). On modified Laguerre matrix polynomials, Journal of Natural Sciences and
Mathematics, 8(2), 153-166.

Shehata, A. (2016). A new kind of Legendre matrix polynomials, Gazi University Journal of
Science, 29(2), 535-558.

Shehata, A. (2015). Connections between Legendre with Hermite and Laguerre matrix polyno-
mials, Gazi University Journal of Science, 28(2), 221-230.

Shehata, A. (2016). Some relations on Konhauser matrix polynomials, Miskolc Mathematical
Notes, 17(1), 605-633.

Shehata, A. (2018). On new extensions of the generalized Hermite matrix polynomials, Acta et
Commentationes Universitatis Tartuensis de Mathematica, 22(2), 203-222.

Shehata, A. (2019). Certain properties of generalized Hermite-type matrix polynomials using
Weisner’s group theoretic techniques, Bulletin of the Brazilian Mathematical Society, New Series,
50, 419-434.

Shehata, A. and Cekim, B. (2016). Some relations on Hermite-Hermite matrix polynomials, Uni-
versity Politechnica of Bucharest Scientific Bulletin, Series A: Applied Mathematics and Physics,
78(1), 181-194.

Srivastava, H. M. and Manocha, H. L. (1984). A Treatise on Generating Functions, Ellis Horwood,
New York.

Srivastava, H. M. and Karlsson, Per W. (1985). Multiple Gaussian Hypergeometric Series, John
Wiley and Sons, New York.

Samko, S. G., Kilbas, A. A. and Marichev, O. I. (1993). Fractional Integrals and Derivatives:
Theory and Applications, Gordon and Breach Science Publishers, Amsterdam.

Upadhyaya, L.M. and Shehata, A. (2015). A new extension of generalized Hermite matrix
polynomials, Bulletin of the Malaysian Mathematical Sciences Society, 38(1), 165-179.

nnnnnnnnnnn

Bulletin of Pure and Applied Sciences Section E - Mathematics € Statistics, Vol. 42 E, No. 1, January-June, 2023



26 M. S. Metwally, S. Abo-Hasha and Karima Hamza

[36] Upadhyaya, L. M. (2019). Introducing the Upadhyaya integral transform, Bull. Pure Appl. Sci.
Sect. E Math. Stat., 38(1), 471-510.

[37] Upadhyaya, L. M., Shehata, A. and Kamal, A. (2021). An update on the Upadhyaya transform,
Bull. Pure Appl. Sci. Sect. E Math. Stat., 40(1), 26-44.

* «
*MZBPAS

= PUBLICATIONS

Bulletin of Pure and Applied Sciences Section E - Mathematics € Statistics, Vol. 42 E, No. 1, January-June, 2023



	1 Introduction and Preliminaries 
	2  Definition of modified Hermite-type matrix polynomials and some properties
	3  Fractional integrals and derivatives for the modified Hermite-type matrix polynomials 
	4 Laplace, Mellin and Fractional Fourier transforms of the Modified Hermite-type matrix polynomials
	5 Definitions of the Modified Chebyshev's-type, the Modified Legendre's-type and the Modified Hermite-Hermite-type matrix polynomials
	6 Concluding Remarks

