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Abstract

In this article we introduced partial square sum processes. Let {X,,n = 1,2,..} be a sequence of independent and non-
negative random variables and let G(x) be the distribution function of X. Then {X,,n = 1,2, ...} is called a partial square
sum process, if the distribution function of X,,,; is G(82x) (n = 1,2,...) where B2 > 0 are constants and 2 = 52 +
B2 + .-+ B2_,. We study some properties of partial square sum process.
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1 Introduction

A stochastic process {X,,n=12,..} is said to be a Geometric process, if there exists a real $, > 0 such that
{BE~1X,,n = 1,2, ...} forms a renewal process. The positive number f, is called the ratio of the G.P. A Geometric process
is stochastically increasing if the ratio 0 < 3, < 1.1t is stochastically decreasing if the ratio B, > 1. A Geometric process
will become a renewal process if the ratio Bo = 1. Therefore Geometric process is a simple monotone process and
is a generalization of the renewal process. Assume that {X,,n = 1,2, ...} is a Geometric process with ratio 3,. Let the
Distribution function and density function of X; be G and g respectively and denote E(X;) = A and Var(X;) = o2. Then

2
E(X,) = % and Var(X,) = ;7 Thus Bg, A and o2 are three important parameters of a Geometric process. Let
0 0

{X,,n = 1,2,..} be a sequence of non-negative independent random variables and let G(x) be the distribution function of
X;. Then {X,,,n = 1,2, ...} is called a partial product process, if the distribution function of X;,, is G(B,x) (k = 1,2, ...)
where By > 0 are constants and By = BoB1B; - Br_1-

2 Partial square sum process
Let {X,,,n = 1,2,..} be a sequence of independent and non-negative random variables and let G(x) be the distribution
function of X. Then {X,,n = 1,2,...} is called a partial square sum process, if the distribution function of X, is G (82x)
(n=1,2,..) where 2 > 0 are constants and B2 = 2 + B2 + --- + B2_;.
Lemma 2.1. B2 = B¢ + p? + --- + B2_, show that f2 = 207152
Proof. When n = 1, 2 = B3. Thus, the result is true for n = 1.
Assume that the result is true forn = k.
B2 = 287182 ..(1)

Then we have to prove that the result is true forn = k + 1.

Bl = B3 + BY + -+ Bk + Bk

= B2 + B2 [From(1)]

= 26§

=2 x 2k1p2

Bier = 28171 BF = 263
Thus, the result is true for n = k + 1 also.
B2 =2""18% n=1,23,..
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Remark 2.2. By Lemma 2.1, the distribution function of Xy, is GQ2"B2x) for
n = 1,2, ... the term B% as the ratio of the partial square sum process.
Lemma 2.3. The partial square sum process {X,,n = 1,2, ... } is
(6)] Stochastically decreasing if B2>1
(i1) Stochastically increasing if 0<Bi<1
Proof. Let B3 > 1. Note that forany y = 0

G(r) < G(22Boy)) < G((2%)*Boy) < - < G((2H)" ' Boy)
This implies

PXyzy)2PX,2y)2PX352y)..2PX, 27)

This implies that { Xpn=12,..} is Stochastically decreasing if B3>1
Similarly we can prove that it is Stochastically increasing if 0 < 2 < 1.

Lemma 2.4. Let E(X;) =y, Var(X;) = 0% Then forn = 1,2, ...

m
E(Xn41) = g
0

Proof. By Lemma 2.3, for n = 1,2,3, ... the density function of X,,, is 2" 1B3g(2""1BZx) where g is the density function
of Xl'
Now E(Xn41) = [x[2"7! B§g (2" Bx)]dx

= 2071 65 [ xlg @ Bimldx

2

(e}
Var(Xn+1) = 22(n—1) 84
0

_ d B
= n-1 B%f(zn_ﬁ ﬁé) a) zn‘fﬁé where y =2" 1 ﬁg
=cioaz | Y90 dy

2n 1[33 f
S E(X1)
2n-1g
Therefore E(X,41) = ﬁ

Now E(Xz.p) = [ % [2" B g(2 )] dx
= 2771 B3 [ x? g2 px)dx

=B () 90) mn wheey =213
1 2
= @ipEe f vy g(y) dy
= PoDgE E(X?)
_EXD
22(n—1)[36¥

Var(Xp41) = E(XIE+1) - [E(Xk+1)]2
_ E(XD) [E(xl) fOEXY)  [EX))P

- 22(n—1)ﬁ6¥ - 2n—1ﬁ§ - 22(n—1)/)>61 - 22(n—1)ﬁg
2

o
22(n—1) ﬁg

3 Properties of Partial Square Sum Process
In this section we study some properties of partial square sum process. Let G and g be the distribution function and density
function of X; respectively. and denote E(X;) =y, and Var(X;) = o2. Then by Lemma 2.4, for i = 1,2,... We have

1

Eiv1) = 579342

1+ 2" 1[3(2)

0.2
and Var(Xi;1) = —=——
i+1 220 I)Bg

Thus B3, uand o2 are important three parameters of partial square sum process.
Define uy = 0 and u,, = 1=, X;
Let G, = g (X4, X,, ..., X;,) be the o-algebra generated by {X;,i = 1,2, ...n}.
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Theorem 3.1. If 2 > 1, the {U,,n = 1,2, ...} is a nonnegative submartingale with respect to G, = 6(Xy, X5, ..., Xp).
Proof. Obviously {U,,n = 1,2, ... } is a sequence of increasing nonnegative random variables with
E[Un+11Gn] = Up + E[Xp44] = Uy ... (1)
Also Sup E[|U,|] = llm E[U,]

n=0
n

S

i=1

lim E

n—oo

n

lim E[XL-]

n—oo

Il
§.

()

Where eqn (2) is due to the fact that the series Y1-, Py ,32 is convergent by comparing it with geometric series 1f > < 1.
0

Thus from eqn (1) and (2), by definition {U,,n = 1,2, ... } is a nonnegative submartingale with respect to {G,,n = 1,2, ...}
if B2 > 1.
Theorem 3.2. If 2 > 1, there exist a random variable U such that the sequence {U,} converges almost sure to U.

Proof. {U,,n = 1,2, ...} is a nonnegative sub martingale with respect to {Gp,n=12,..}
Sup E[|Uyl] €
1<n<oo
Then with probability 1, random variable
U= 111_{?0 U, and E[|U]|] < o

-~ the sequence {U,} converges almost sure to U.
Theorem 3.3. 1f 2 > 1, {U,,n = 1,2,...} has a unique decomposition such that
U, =M, —B,..(3)

Where {M,,,n = 1,2, ...} is a martingale. {B,,n = 1,2, ... } is a decreasing with B; = 0
and B, € G,,_4.
Proof. Let M; = U; and B, = 0 forn > 2
We define M, = M,,_, + (U, — E[U,, | Go_1]) ... (4)

B, =Bp1+ (Un1 — E[Un | Gpq]) . (5)
From eqn. (4) and (5) we have

n

My=By= ) U= Ur) + Uy =B, = U,

i=2
and (3) follows. It checks {Mp,n=12,..} and {B,,n=12,..} satisfy the terms.
Next to prove that a decomposition is unique.

Suppose U, =M} — B} is another decomposition.

Then M,, = M,, = B, — B,

Since M, = M; = B, — B; €G;
implies that M, = M. Then by induction
Hence B, = Bj,.

Definition 3.4. Given a partial square sum process {Xj,j = 1,2,3, ... } and if w(t) = sup{] V; <1}, where V; = 21 1 Xj

the age at t is defined by A(t) = t — Uyy) the residual life at t is defined by
B(t) = Uwy+1 —
and the total life at t is defined by
Xwiyr1 = Uwpy+r — Une
=A(t) + B(t)
Let G; be the distribution function of Uj and G;(x) = 1 — U;(x).
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Theorem 3.5. If G is the distribution function of X; and G(x) = 1 — G(x).

Then

L PCAGD) > x) = {G_(t) + 3, o TG@TIBR(E — WdGL(t), 0<x <t
0, x=t

2 PGB > x) = {G‘(t +) + T fy G B (x + £ = ¥) dGu(), x>0
1, x<0

3 P(Kreyer > ) = {G_(t V) + 30 [y GBIV E — )G, (), x>0
1, x<0

4P (U < %) = {G‘(t) + T fy G MIBE(E ~ )G (1), 0 Sx <t

©= 1, x>t

Proof. 1. Assume 0 <x <t
PA(t) > x) = P(Upy < t—x)

= ZP(UW(t) <t—-x,W() =j)

j=0
o

= > P(Uj<t—x,Upsy >t)
j=0

X t-x

=G() + Zfo P(U; > t | U; = x) dG;(x)
=1
o t—x

=GO+ Zf P(Xjs1 > t—x) dG;(x)
j=1"°

X t-x
=G(t) + Z f G2/ B2 (t — w)dG;(u)
j=17°

Forx = t, P(A(t) > x) = 0 is trivial.
Part (i) proof is completed.

2. Assume x > 0
P(B(t) > x) = P(Uy) > t + x)

- Z P(Uyyar > t+ %, W(E) = )

j=0
= > P(Ujyy >t+x,U; <t)
=0

t
=G +Zf P(Ujss > t+x | U = y) dG;()
j=17°
Xt
=Gt +x) +Zf P(Xjs1 > t+x —y) dG;(¥)
=170

® ot
=G G(2/71p2 —¥)dG;
(”"”]Zlfo @B (x + € — y)dG,(y)

Fory <0, P(B(t) > x) = 1 is trivial.
Part (2) proof completed.
3. Assume x > 0

P(Xw(t)+1 > x) = Z P(Xw(t)+1 >x,W(t) =])

j=0
Ot
= Zf P(Xj11 > x,U; <t <Upyq|Uj=y)dGi(y)
n 0
j=1
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Ot
- Zf P(X;1y > max (x,t — ) dG,(y) ... (6)
j=17°

2t
=GV + Y [ GV E-AG)
j=17°

Forx <0, P(Xy(n+1 > x) = 1is trivial.
Part (3) proof completed.
4. Assume 0 <x <t
P(Uwysr < x) =P(t — Uy < x)
=P(Uy@ =t —x)

- Z P(Upy = t —x, W(D) =)
j=0

= E:P(Uj+1 >t—x,Upq >t)

Jj=0

Pt

=G(t) +Zf P(Uz, > t| U; = x) dG;j(x)
j=17°
X rt-2

=G +Zf P(Xj41 > t —x) dG;(x)
j=1"°

X t-x
=G +Zf G2/ B2 (t — w))dG;(w)
j=1"°

Forx > ¢, P(UW(t) < x) =1 is trivial.
Part (4) proof completed.
Limit Theorems for partial square sum process
Theorem 3.6. Weld’s Equation for partial square sum process
Suppose {X,,n = 1,2,3, ...} forms a partial square sum process with ratio 52 with E(X;) = u < oo then fort > 0, we
have
w(t)+1
1
E(Uyy+1) = HE[1+ Z Py
2n72 3,
n=2

Proof. Let I, be the indicator function of event A. Then Iy, . 1= lw,, .} and X, are independent. Consequently, for

t > 0 we get
w(t)+1

EUwos) =E| ) X,
n=1

E [XnI{WnHzn}]

Dsi]s

EX)P(Weye1 2 1)

n=1

) j

DD B |PWi =)
1

j=1 n=

w(t)+1

=F[EC+ ) B
n=2

W(t)+1

1
=4kE|1+ Z on2p?
L 2" B,
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